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The brain is a powerful decision-maker, able to form
judgments about issues as simple as whether a sensory
stimulus is present to those as complex as what career
to choose or whom to marry. How are these judgments
formed? Decision analysis in such diverse fields as
biology, computer science, economics, political science
and psychology has provided valuable insights into
which factors are taken into account and how those
factors are combined to form a decision1–3. However,
because these insights are derived from behavior, they
are inherently limited in terms of their ability to reveal
the inner workings of the brain during decision
formation. To achieve this level of understanding,
investigators have begun to measure neural activity in
subjects, usually monkeys, performing perceptual
tasks that require decision formation (see Fig. 1 for an
example of this kind of task). The aim of this article is
to synthesize from these results a framework for
understanding the neural basis of the decision process.

We develop this framework in three stages. First, we
discuss the likelihood ratio (LR), a simple quantity that
expresses the relative probability that a particular
hypothesis is favored over the alternatives. We show why
the logarithm of the likelihood ratio (logLR) provides a
natural currency for trading off sensory information,
prior probability and expected value to form a perceptual
decision. Second, we describe how neurons can compute
the logLR from the representation of sensory information
in the brain. Third, we propose that this neural
computation, representing the formation of a perceptual
decision, occurs in structures in the brain that are
involved in the preparation for action.

The likelihood ratio

Consider the following problem. You are given a single
measurement from a light detector, which you must use

to decide whether a dim light is on or off at a specified
location. Unfortunately, the detector does not indicate
with certainty whether or not light is present. Instead, it
indicates a value from 0 to 9 in the presence or absence of
light, with some values being more likely than others
when light is present (see Box 1). How do you use the
value from the detector to decide if the light was present?

This problem consists of deciding which hypothesis
– light is present (h1) or light is absent (h2) – is most
likely to be true given the evidence in the form of the
value indicated on the detector. The evidence (e) bears
on the likelihood of each of the hypotheses. Likelihood
is defined as the conditional probability of obtaining e,
given that a particular hypothesis is true. Likelihood
is considered a function of the given hypothesis, but it
is worth noting that the likelihood for a hypothesis is
not the same as the probability that it is true. For
example, a low barometer reading might suggest that
rain is more likely than not, but the probability of rain
depends on other factors, like whether the reading
was obtained from a desert or rain forest.
Nevertheless, likelihood is useful because a decision
does not require knowledge of the probability of h1,
but merely whether h1 is more likely than h2.

The decision can be made by computing the LR,
which describes the likelihood that e would be
obtained if h1 were true relative to the likelihood that
e would be obtained if h2 were true:

[1]

A reasonable decision rule is as follows: for a given e,
if LR > 1 then h1 is more likely than h2, so decide h1;
otherwise, decide h2. As shown in Box 1, LR > 1 when
e ≥ 5, so an effective use of the detector is to decide
that light is present when the value indicated is ≥ 5.

The rule is easily adjusted to incorporate a variety
of factors. For example, suppose that there is only a
one in ten chance that h1 is true (light is present),
independent of the evidence from the detector. This
‘prior probability’ implies that more evidence is
required to support a decision in favor of h1. In fact,
the optimal rule is to choose h1 when

[2]

that is, when LR > 9 in this case. The rule also
accommodates multiple observations (e1, e2, etc.). If
the observations are independent, then the LR based
on n observations is the product of the LRs:

[3]

For example, if the light is equally likely to be on or off
and sequential readings from the detector are 4 and 3,
then the decision should be h2 because LR is 0.4 (see
Box 1), which is less than 1. Finally, the rule can be
used to factor in the anticipated costs and benefits
associated with the various outcomes, which can
strongly affect many forms of decision-making1.
When the hypotheses are equally likely, the decision
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rule that provides the most benefit on average is to
choose h1 when

[4]

where Vij is the expected value (benefits are positive,
costs are negative) associated with choosing hypothesis
jwhen hypothesis i is true. Combining Eqns 2–4, we
obtain a general decision rule (for an extensive treatment
of this derivation, see Ref. 4, especially pp. 7–29):

[5]

The left side of Eqn 5 combines measurements from
multiple sources – or multiple measurements from
the same source over time – with knowledge of prior
probabilities and anticipated costs and benefits into a
single quantity, called a decision variable.

A notable property of this kind of decision rule is that
it can accommodate more than two alternatives, because
multiple LRs can be computed and compared4. In
principle, even a single LR can be used to decide whether
the evidence supports one hypothesis (h1) versus a set of
multiple alternatives (h2 = ‘not h1’). Another interesting
property is that any quantity that is monotonically
related to the decision variable can be used to generate
an equivalent rule (given an appropriate criterion
value)4. For example, the monotonic relationship
between the output of the light detector and the
associated LRs implies that equivalent decision rules
can be found using either quantity. Similarly, taking the
logarithms of the two sides of the inequality in Eqn 5
yields an equivalent decision rule, in which h1 is chosen
when

[6]

This rule is interesting because it demonstrates
that simple addition can be used to accumulate
information towards a decision. Moreover, this
accumulating information is easily interpreted: a
positive value indicates support for h1, a negative
value indicates support for the alternative(s), h2.

In short, the logLR (or, equivalently, the LR) could
provide a currency that allows information from a
variety of sources to be combined together and over time.
Accumulation of this currency over time represents an
evolving decision variable that can be compared with a
criterion value in order to reach a perceptual judgment5.

The difference between two opposing sensors is

proportional to the logLR

Having discussed the usefulness of the logLR, we will
now demonstrate that neurons can compute an
approximation to this quantity. Consider the light-
detection problem, but instead of a mechanical device
you are given the output of a light-sensitive neuron
(measured in spikes per second). Like the device, the
neural response can vary considerably but tends to be
higher when the light is present. As shown in Fig. 2a,
the neuron’s output in the presence and absence of
light can be characterized with a probability density
function (PDF) for each condition, which we will refer
to as f(e|h1) and f(e|h2), respectively.

Given a particular output of this neuron (ek), it is
possible to decide whether light is likely present (h1) or
absent (h2) by computing the LR from the two PDFs.
The likelihood of obtaining ek in the presence of light is
the height of the ‘light present’ PDF, corresponding to
f(e|h1), at the value ek. Similarly, the likelihood of
obtaining ek in the absence of light is the height of the
PDF corresponding to f(e|h2), at the value ek. As with
the device, a decision can then be made by
determining whether the ratio of these likelihoods is
greater or less than 1.

The problem with evaluating the LR in this manner
is that the brain would need to know the information
represented by the PDFs. In other words, the brain
would need to store the information that allows it to infer
the likelihood that a neuron (or ensemble of neurons)
responds in a certain way under the two hypotheses
under consideration. Moreover, the brain would need to
take into account a potentially large range of conditions
that can affect the neural responses, incl uding changes
in both excitability and stimulus conditions. For
example, a neuron that responds to light in its receptive
field might respond more or less depending on the light’s
color or direction of motion. Depending on these factors,
the distributions of the neuron’s responses with light
present or absent could vary considerably.

Equivalent decision rules
A simpler approach is to implement an equivalent
decision rule that does not depend on an evaluation of
the LR from a representation of the PDFs. Recall that
equivalent rules can be found using quantities that
are monotonically related to the LR, as we showed for
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Fig. 1. Direction-discrimination task used in studies considered in this review. In most versions of the
task, the subject (often a monkey) fixates for a few hundred milliseconds. Two targets then appear,
indicating the two possible directions of motion. Next, dynamic random-dot motion10 is presented
between the two targets. The monkey is trained to decide the direction of motion and, after the fixation
point is turned off, to indicate its decision by making an eye movement to one of the targets. The task is
made difficult by controlling the fraction of random dots that move coherently at any moment (e.g.
Ref. 10) and the length of time that the random dots are displayed (e.g. Ref. 20). In some experiments, the
monkey must remember its decision through a delay period after the random dots are turned off.
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the output of the light-detection device (Box 1). We
next develop the idea that the brain can easily
approximate such a quantity – the logLR – from the
activity (measured as a rate, in spikes per second) of
certain sensory neurons.

Consider a single sensory neuron (or pool of
neurons) that responds with variable discharge under
two conditions, h1 and h2. Assume that the responses
under the two conditions are described by normal
distributions with means µ1 > µ2 and standard
deviations σ1 = σ2 (denoted as σ). Accordingly,

[7]

and

[8]

where x is the neuron’s response in spikes/s. Notice
that the logLR is a linear function of x, so x and the LR
are monotonically related (Fig. 2a). This relationship
indicates that an optimal decision rule based on x is
possible: when x > (µ1 + µ2) / 2 (i.e. when logLR >0),
decide h1; otherwise decide h2.

According to this formulation, a decision is made by
comparing the neural response x with a criterion
value. There is some experimental evidence that the
brain uses this kind of decision rule. For example, a

criterion level of responses from neurons involved in
the generation of eye movements appears to signal a
decision to make a particular, visually guided
movement6. However, the rule derived from Eqn 8 has
a familiar problem: the criterion, (µ1 + µ2) / 2,like the
PDFs, must take into account anything that affects µ1
or µ2, including changes in neuronal excitability or
different stimulus conditions. In other words, to
interpret the evidence x as favoring h1 or h2, the brain
must know how the sensory neuron would be expected
to respond, on average, under the given conditions.

Neurons and antineurons
This problem can be solved by incorporating a second
neuron or group of neurons whose responses (y) are in
opposition to those of the first (x). Specifically, these
‘antineurons’7 respond, on average, with a rate of µ2
when h1 is true and with a rate of µ1 when h2 is true (see
Eqn 7). For the light-detector example, an antineuron
would be more likely to give a larger response in the
absence than in the presence of light. Another example
is a motion-sensitive neuron that tends to respond best
to rightward motion, paired with an antineuron that
tends to respond best to leftward motion. The logLR in
favor of h1 versus h2 for the antineuron is (see Eqn 8)

[9]

Note that Eqn 9, in contrast to Eqn 8, predicts a
smaller response when h1 is true than when h2 is true.

The logLR now depends on both observations, x
and y, from this neuron/antineuron pair:

[10a]

By combining Eqns 8 and 9, this becomes:

[10b]  

According to this formulation, to interpret the sensory
evidence as favoring h1 or h2, the brain does not need to
know how the sensory neurons would be expected to
respond under a variety of conditions. Instead, the brain
needs to know only the sign of the difference (x – y): a
positive difference implies that h1 is more likely,
whereas a negative difference implies that h2 is more
likely. In short, a simple difference in neural activity,
measured in spikes per second, comprises a decision
variable that is proportional to the logLR.

At first glance, this neuron/antineuron formulation
appears to suffer from the same problems as previous
expressions, because Eqn 10b depends on µ1, µ2 and σ.
However, these factors affect only a scaling term,
(µ1 – µ2) / σ 2 . This term would influence how the
sensory evidence is weighed when combined with
other sources of information, like knowledge of prior
probabilities (see Eqn 6), but not whether the evidence
supports one hypothesis or another. It should also be
noted that the scaling depends on a difference, µ1 – µ2,
and would therefore tend to be insensitive to factors
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A hypothetical light detector can indicate a value (e) of 0 to 9 in the presence or
absence of light. As indicated inTable I, the detector tends to indicate higher
values in the presence of light. Columns 2 and 3 indicate the number of trials in
which each value e was indicated in a block of 450 ‘light-present’ trials and 450
‘light-absent’ trials, respectively. Columns 4 and 5 convert these counts into
conditional probabilities, or likelihoods. The ratio of these likelihoods (LR1,2|e)
indicates whether it was more likely to be true that light was present or that
light was absent for each given e. Specifically, when LR1,2|e >1, ‘present’ was
more likely. Therefore, to use the detector, read the value e and then decide
‘present’ if LR1,2|e >1. This is equivalent to deciding ‘present’ if the value e ≥ 5.

Table I. Calculating the light likelihood for a hypothetical light detector

Detector No. light-present No. light-absent Pr(e|h
1
) Pr(e|h

2
) LR

1,2|e

value (e) trials (h
1
) trials (h

2
)

0 0 90 0.00 0.20 0.0
1 10 80 0.0

-
2 0.1

-
7 0.1

2 20 70 0.0
-
4 0.1

-
5 0.3

3 30 60 0.0
-
6 0.1

-
3 0.5

4 40 50 0.0
-
8 0.1

-
1 0.8

5 50 40 0.1
-
1 0.0

-
8 1.3

6 60 30 0.1
-
3 0.0

-
6 2.0

7 70 20 0.1
-
5 0.0

-
4 3.5

8 80 10 0.1
-
7 0.0

-
2 8.0

9 90 0 0.20 0.00 inf

Box 1. Using the likelihood ratio
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that affect the neuron and antineuron equivalently,
such as the overall excitability of the cortical network.

The principle that a difference in spike rates is
proportional to the logLR is valid under a variety of
assumptions. Expressions similar to the one in
Eqn 10b follow if the responses of the neuron and
antineuron are described by normal distributions
with equal variances (Eqns 7 – 10; Fig. 2b), Poisson

distributions (Fig. 2c) or exponential distributions
(Fig. 2d). Even when the principle does not hold
exactly, it may be a useful approximation (e.g. normal
distributions with unequal variances; Fig. 2e).

Where in the brain are decisions formed?

According to our computational framework, neurons
form decisions by calculating the difference in spike
rates from appropriately chosen neurons. This
difference approximates the logLR, a quantity that
allows sensory information, prior probabilities and
reward expectation to be combined into a single decision
variable. Below, we review experimental evidence that
the neurons that compute this kind of decision variable
are found in brain structures involved in planning for
action. First, we show that neural responses in these
structures represent the sensory information that is
required for decision formation. Second, we discuss
evidence that responses in these circuits are also
affected by knowledge of prior probabilities and
expectation of reward in decision-making.

Representation of sensory signals that contribute to
decision formation
Perceptual-decision formation requires at least two
stages of neural processing: first, sensory neurons to
represent features of the stimulus, and second,
neurons to calculate the decision variable from
responses of neurons in the first stage8. Neurons in
sensory cortex appear to fulfill the role of the first
stage. For example, motion-sensitive neurons in
extrastriate visual cortex have been shown via
physiological, lesion and microstimulation studies to
encode the information needed to discriminate the
direction of random-dot motion (see Fig. 1)9–13.
Likewise, neurons in somatosensory cortex encode
the frequency of vibration of a tactile stimulus and
have been shown to play a role in solving a
vibrotactile-discrimination task14–16.

However, sensory neurons respond to stimuli in a
moment-by-moment manner (e.g. Refs 17,18), whereas
decisions often depend on more persistent neural activity.
For example, the variable responses from sensory neurons
must be accumulated in time to explain performance
accuracy in motion-discrimination tasks13,19,20. Moreover,
a sustained representation of sensory evidence is
required for the discrimination or interpretation of
sequentially presented stimuli21–23. These observations
support the idea that to form decisions, an additional
stage of processing is necessary to accumulate sensory
responses from pools of neurons and over time19,24–29.

Anatomical and physiological evidence indicates that
neurons in the parietal and frontal ‘association cortex’ are
well positioned to provide this second stage of processing.
These neurons have been shown to carry signals thatreflect
sensory qualities, such as visual saliency30,31, and
involvement in motor planning32,33. For example, in
monkeys trained to shift their gaze to a visual target
defined by a conjunction of shape and color, responses of
single neurons in the frontal eye field (FEF) both
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Fig. 2.Theoretical relationship between neuronal response and log likelihood ratio (logLR). The graphs
illustrate that the difference in spike rates from two appropriately chosen neurons (or neural ensembles)
can approximate the logLR favoring one hypothesis over another. (a) Calculation of the logLR using the
response from a single neuron. The red and blue curves are probability density functions (PDFs) that
describe the hypothetical distributions of responses from a sensory neuron when either hypothesis h1 or
h2, respectively, is true. For example, these curves could represent the PDFs from a direction-selective
neuron that prefers rightward motion when the stimulus motion is rightward (red) or leftward (blue). The
green curve represents the logLR computed from a single observation, x, as the log of the ratio of
heights of the PDFs at x. Note that knowledge of the PDFs is required to determine whether the response
x favors h1 (logLR >0) or h2 (logLR <0). (b–e) Calculation of the logLR using the responses from two
neurons assuming a variety of forms of the PDFs, as indicated. In each case, the PDF from a second
neuron is shown below the first. This ‘antineuron’ responds best when h2 is true (blue curves). The green
curves represent the logLR computed from two observations, x and y, from the neuron/antineuron pair.
In (b–d), the logLR is proportional to the difference (x – y). Note that knowledge of the PDFs is not
required to interpret this difference: a positive value indicates support for h1, a negative value indicates
support for h2. In (e), the relationship between the logLR and the difference (x – y) is not linear (the red
and blue points indicate this relationship for 1000 random samples of x and y from the distributions
shown when h1 or h2 was true, respectively, and the green curve is a linear fit to these points).
Nevertheless, in nearly all cases the difference can be interpreted correctly as favoring h1 or h2.
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discriminate the target from distractors and indicate the
impending eye-movement response34. In addition, neurons
in these association areas are active through instructed
delays and appear to carry the sustained signals needed
to link sensation to action for some perceptual tasks33,35.
We propose that this persistent activity represents
information from sensory cortex that has been
accumulated into a decision variable that guides behavior.

Preparation for potential actions
An interesting characteristic of this kind of decision-
related activity in association cortex is that it tends to
involve neurons that are linked to a specific behavioral
response. For example, neurons in frontal and parietal
oculomotor regions that signal visual saliency also
respond selectively in anticipation of an impending eye
movement with a particular trajectory33,36–38. Similarly
selective neurons in predominantly motor structures,
like primary motor cortex, also appear to represent the
sensory signals used to select the motor response39–42.
These results suggest that the formation of decisions
about sensory information may involve both

association and motor structures that are involved in
planning bodily action, an idea reminiscent of a
cognitive theory referred to as embodiment43.

We wish to emphasize that this idea about brain
organization does not require decision formation to be
coupled with an overt behavioral response. The
identification of persistent activity in motor-planning
structures suggests that sensory information may be
interpreted in a ‘pragmatic’ framework that includes
representations of potential or deferred actions44,45. For
example, areas of the prefrontal cortex appear to play
important roles in tasks involving sensory-motor
integration with delayed action22,46,47 and the linkage of
a perceptual judgment with different behavioral
responses48. Thus, neural circuits involved in
preparation for potential action may play a general role
in perceptual-decision formation.

A series of recent experiments using a direction-
discrimination task (see Fig. 1) illustrates this
principle. For this task, a monkey is trained to make a
decision about the net direction of random dots that
appear on a video monitor. The task is easy when a
large fraction of the dots are moving coherently at any
moment, and the monkey can decide correctly in a
short time. By contrast, when only a small fraction are
moving coherently, the monkey requires more time
and makes more errors20. This relationship between
motion strength, viewing duration and performance
accuracy suggests that the monkey’s decision forms
gradually as the sensory evidence accumulates over
time. As illustrated in Fig. 3a–c, neural correlates of
this accumulation have been found in sensorimotor-
integration areas that contain persistent activity
related to planning eye movements49–51.

Based on these results, we reasoned that the
accumulating sensory evidence might be detected in
commands to generate the eye-movement response.
To test this idea, we evoked eye movements by
interrupting the motion-viewing period with
electrical microstimulation of the FEF (Fig. 3d)20. The
trajectories of these evoked eye movements indicated
that formation of the monkey’s decision corresponded
to the development of commands to move the eyes to
the appropriate choice target (see Fig. 1). These
commands reflected an accumulation of the difference
in responses between pools of motion-sensitive
neurons in extrastriate visual cortex that represent
the two possible directions of motion. Thus, for this
task, an evolving decision variable based on the logLR
appears to be represented in structures that play a
role in guiding the eye-movement response.

Representation of psychological factors that contribute

to decision formation

An advantage of forming decisions by calculating the
logLR is the ability to incorporate information from
numerous sources. Simple addition can be used to
accumulate both sensory information and psychological
factors like prior probability and anticipated value
(Eqn 6). This idea predicts that the action-oriented
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Fig. 3. Neural representation of a decision variable in brain structures devoted to eye movements. The
data are from four experiments that measured neural signals related to the accumulation of information
about random-dot motion during the direction-discrimination task (see Fig. 1). ‘Dots on’ refers to the
onset of dynamic random-dot motion. (a–c) Ideal observer analysis on pooled data from direction-
selective neurons, plotted as a function of viewing duration and separated by motion strength (the
percentage of coherently moving dots; see key). The ordinate represents the probability of correctly
predicting the monkey’s decision from 100–250 ms of spike discharge. (a)Area LIP, n � 47 (adapted from
Ref. 49). (b) Superior colliculus, n � 44 (adapted from Ref. 51). (c) Prefrontal cortex, n � 53 (adapted
from Ref. 50). (d)The effect of motion strength and viewing duration on eye movements evoked with
electrical microstimulation of the FEF (adapted from Ref. 20). The evolving decision variable was evident
in the magnitude of deviation, defined as the dot product between the vector defined by the endpoint of
the electrically evoked eye movement and the unit vector in the direction of the subsequently selected
target. Data are from trials in which correct responses were made.
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circuits thought to be involved in interpreting sensory
information toward a perceptual decision also reflect
psychological factors that influence decision formation.

For tasks involving visually guided eye movements,
neural correlates of prior probability have been found in
circuits involved in generating the oculomotor response.
In these experiments, the probability that a saccade to a
particular target would be required was varied
systematically, by changing either the number of possible
target locations52,53or the relative probabilities of the target
appearing at particular locations within blocks of trials54,55.
In addition to affecting saccadic metrics and response
times, these probabilities caused an offset in the responses
of neurons in both the superior colliculus52–54 and LIP55

before and during presentation of the saccade target.
Likewise, anticipated reward has been shown to

affect the responses of neurons thought to be involved in
decision formation. For example, varying the size of a
juice reward associated with each outcome of a visual task
has been shown to modulate the activity of neurons in
area LIP55. Similar reward-related activity has been

observed in lateral prefrontal and orbitofrontal cortex56–60.
This kind of activity is thought to reflect an ongoing
assessment of the difference between actual and predicted
reward, which, analogous to the ‘anticipated value’ term
in our formulation (Eqns 4–6), may be used to modulate
signals involved in forming decisions that guide actions61.

Conclusion

We have presented a framework that describes how the
brain makes decisions about simple perceptual stimuli.
A categorical decision arises through the evaluation of
a decision variable that approximates the log of the
likelihood ratio favoring one hypothesis over another.
We noted that the logLR is a natural currency for
combining sensory evidence obtained from multiple
sources –  or from multiple samples in time – with prior
probability and anticipated costs and benefits. We
showed that under a variety of assumptions, the logLR
can be easily computed by comparing the spike rates
from two groups of sensory neurons, one that responds
more strongly under one hypothesis and the other that
responds more strongly under the alternative.

Recent experiments have suggested that the logLR
is accumulated and represented in neural structures
that are involved in planning actions. Because these
structures lie at the nexus of sensory and motor
processing, it is perhaps not surprising that they play a
role in transforming sensory information into a decision
that guides behavior. What may be more surprising is
that activity in these structures can be influenced by
psychological factors that can bias decisions.

It is hoped that these ideas can guide a more general
understanding of how the brain forms decisions.
However, it is worth noting that many aspects of this
framework remain unproven, even for simple perceptual
tasks. Moreover, their relevance to the myriad other
decisions that the brain is capable of making is unclear.
These and other outstanding questions are currently
motivating this active area of research.
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Opinion

The goal of the present article is to consider the
relevance of binding mechanisms for sensory
awareness. A large body of neuropsychological and
physiological evidence suggests that consciousness has

to be understood as a function of numerous interacting
systems, such as sensory areas, memory structures,
centres for executive control as well as circuits
mediating emotion and motivation1,2. Thus, any theory
about the neural correlates of consciousness (NCC)
must explain how multiple component processes can be
integrated and how large-scale coherence can emerge
within distributed neural activity patterns.
Furthermore, such a theory must specify mechanisms
for the dynamic selection of subsets of neuronal
responses, because only a fraction of all available
information gains access to consciousness. In this
article, we suggest that achieving both, cross-systems
coherence and dynamic response selection, requires
mechanisms for binding of distributed information3,4.

Our discussion of the relationship between binding
and conscious states will be restricted to one
particular aspect of consciousness, namely, sensory
awareness. With many authors, we share the view
that sensory awareness is one of those facets of
consciousness that is (probably) most easily accessible
both in terms of experimental quantification and
theoretical explanation5. There seems to be wide
agreement1,2,5–7 that the physiological prerequisites of
awareness include: (1) arousal: the ‘waking up’ of the
brain by non-specific modulatory systems; (2) sensory
segmentation: the basic step in sensory processing,

Temporal binding and

the neural correlates

of sensory awareness

Andreas K. Engel and Wolf Singer

Theories of binding have recently come into the focus of the consciousness

debate. In this review, we discuss the potential relevance of temporal binding

mechanisms for sensory awareness. Specifically, we suggest that neural

synchrony with a precision in the millisecond range may be crucial for

conscious processing, and may be involved in arousal, perceptual integration,

attentional selection and working memory. Recent evidence from both animal

and human studies demonstrates that specific changes in neuronal synchrony

occur during all of these processes and that they are distinguished by the

emergence of fast oscillations with frequencies in the gamma-range.
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