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Recent discoveries showing a convergence between pat-
terns of the activity in the midbrain dopamine neurons and
computational model of reinforcement learning have lead to
an important amount of speculations about learning activi-
ties in the brain [5]. In particular actor-critic reinforcement
learning architectures have been presented as relevant mod-
els to account for functional and anatomical subdivisions in
the midbrain dopamine system. Central to some of these
models is the idea that dopamine cells report the error in
predicting expected reward delivery and that this informa-
tion is used in two different ways. The value system learned
by the critic is associated with projections from the ventral
tegmental area to the amygdala and the orbitofrontal cortex.
The action selection scheme of the actor is thought to be re-
alized by dopamine pathways initiated in the substantia ni-
gra pars compacta and projecting to the striatium, thus con-
trolling the choice of actions during cortico-striato-thalamo-
cortical loops. This popular model has raised some amount
of controversies (e.g. [1]) but has definitively shown that
artificial learning paradigms could lead to interesting new
interpretations of neurophysiological data.

We want to emphasize the inspiring role that research in
developmental robotics can play in this context. One of the
important goal of this new research field is to understand
which dynamics can lead to open-ended developmenti.e.
how robots can be designed to continuously learn new skills
of increasing complexity. Paradigms based on conditioning
and external rewards have difficulties to account for the ac-
tive nature of development and exploratory behaviors. Chil-
dren in the first years of their life actively choose in which
learning task they take part, avoiding situations that are too
difficult for them or that have become too predictable. This
suggests the existence of intrinsic motivations structuring
learning activities. Proposing models for such motivations
has become a major challenge for developmental robotics.

We argue that in order to realize autonomous mental
open-ended development, reinforcement learning models
could be interestingly associated with an internal reward
system based on the maximization of learning progress.

Several preliminary computational and robotic experiments
show how intrinsic motivations enable the development of
novel behaviors of increasing complexity (e.g. [3, 4]).
These new models naturally lead to investigate how the
basic actor-critic paradigm could be extended to account
for an architecture capable of evaluating its own ”learn-
ing progress”. Studies suggesting that dopamine responses
could be interpreted as reporting ”prediction error” (and not
only ”reward prediction error”) [2] may be taken into con-
sideration for formulating new hypotheses about neural pro-
cesses that could account for a system of intrinsic motiva-
tions.
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