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#### Abstract

We describe the design of a modular system for untethered real-time kinematic motion capture using sensors with inertial measuring units (IMUs). Our system is comprised of a set of small and lightweight sensors. Each sensor provides its own global orientation (3 degrees of freedom) and is physically and computationally independent, requiring only external communication. Orientation information from sensors is communicated via wireless to host computer for processing. We present results of the real-time usage of our untethered motion capture system for teleoperating the NASA Robonaut ${ }^{1}$. We also discuss potential applications for untethered motion capture with respect to humanoid robotics.
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## 1. Introduction

The ability to capture kinematic motion of human subjects is emerging as an invaluable tool in the control of robotic systems. Robotics research has begun to utilize motion capture for a variety of purposes, including teleoperation, implementing autonomous controllers, learning from demonstration, and human-robot interaction. The current state of motion capture systems, however, imposes considerable physical limitations (e.g., optical, exoskeleton, electro-magnetic systems). Available systems do not provide accuracy and reliability suitable for robot control (e.g., vision-based


Fig. 1. A human teleoperating of the NASA Robonaut using our IMU-based motion capture system.
and fiberoptic systems), or cannot be used for real time applications (e.g., optical and vision-based systems). In addition, commercially available capture systems can be cost-prohibitive. Because of these limitations, human performers are greatly limited in their ability to behave naturally or act in a manner suitable for robot control. Informally, these limitations result in "mocap driving the person" rather than "the person driving the mocap".

In order to be truly effective for robotics, our perspective is that motion capture must be able to accurately perform in unstructured situations without sigificantly encumbering a performer. The development of such systems would effectively bring motion capture out of the lab and into ubiquitous usage. The benefits of untethered and uncumbersome motion capture are three-fold: 1) increased information for human-robot interaction, 2) more representative motion time-series data for robot learning, and 3) greater accessibility to robot control for non-technical people.

Towards these ends, we have developed a "motion suit" (Figure 1) comprised of small and lightweight independently functioning sensor units. Each sensor independently provides its global orientation using inertial measurment units (IMUs). Orientation information is communicated to a host computer to drive any desired kinematic model. The primary advantages in design of our IMU-based motion suit are that: 1) communication between sensors and a host computer does not represent a physical limitation, 2) the form factor for IMUs is small and progressively decreasing in size, and 3) scalability for adding, removing, or altering nodes in the sensor topology.

In this paper, we describe our design of an IMU-based motion suite and its application to teleoperating the NASA Robonaut ${ }^{1}$. We compare and contrast the suitability of our motion suit and other techniques for motion capture with respect to robot control.

## 2. Related Work

The impact of motion capture for work in humanoid robotics and robotics in general is quite significant. This impact can be evidenced by the wealth of work that has been generated by researchers developing and using capture systems towards robot control and interaction. A brief glance over the use of motion capture for humanoid robotics includes work for teleoperation ${ }^{2,3,4,5}$, robot locomotion ${ }^{6,7}$, evaluating robot control ${ }^{8}$, learning from demonstration ${ }^{9,10,11,12,13}$, and humanoid-robot interaction ${ }^{14}$. Additionally, work in human-robot interaction for non-humanoid robots, for purposes such as learning from demonstration ${ }^{15}$, often requires structured perception modalities that are less accurate and reliable than motion capture. Also, many relevant techniques utilizing motion capture for kinematic character control and human motion understanding have been developed in computer animation and computer vision. ${ }^{16,17,18,19,20,21,22}$

In addition to being cost-prohibitive, the large majority of commercial motion capture systems for robotics suffers from one of two major shortcomings. The first shortcoming pertains to the overly restrictive physical limitations imposed by the motion capture system. Systems that are typically subject to this shortcoming are more traditional methods for motion capture, including exoskeletons ${ }^{23,3}$, electromagnetic systems ${ }^{24}$, and optical systems ${ }^{25,26}$. Exoskeletons are typically built as a passive exterior skeleton consisting of potentiometers at joint locations connected by rigid structures (e.g., poles). When wearing the exoskeleton, the human user's kinematic configurations are obtained via reading values from the potentiometers. Potentiometer-like devices provide sensing local to each joint. Thus, each sensor is dependent upon having physical references on adjacent rigid structures and necessitates an additional overly encumbering physical skeleton. In contrast, typical electro-magnetic and optical systems are dependent upon equipment external to the human user. Electro-magnetic systems require the presence of a transmission source to provide a reference for sensors worn on the user. This transmission source must in close proximity to the user and is very sensitive to metallic interference. Optical systems consist of multiple (typically infrared) cameras that are used to triangulate markers worn on the user. These systems require an additional step for estimating kinematic configurations from marker positions. More importantly, such systems are sensitive to "marker dropout" due to occluded markers, requiring user to perform in highly structured environments.

Our motion suit avoids this problems by using inertial sensing to estimate orientation in global coordinates. Unlike optical and electro-magnetic systems, inertial sensors require only the Earth's gravitation force and magnetic field to function, providing sensing untethered to external equipment. Because each sensor estimates orientation independently, no physical linkage between adjacent limbs is necessary. Our motion suit does not require external physical structures, only attachment of the sensor with a small form factor to a rigid body.

The second shortcoming of existing motion capture systems is the lack of reliable
and accurate performance in various environments. These systems typically represent more cutting-edge techniques due to either the difficulty of the approach (e.g., vision-based capture ${ }^{27,28,29,30,5}$ ) or the immaturity of the underlying technology. In terms of the latter category, several new technologies for motion capture have appeared in recent years, including fiber-optic systems ${ }^{31}$, smart textile systems ${ }^{32}$, and other inertial sensing capture systems ${ }^{33,34,35}$. Unlike the majority of these, our design and algorithms are geared towards generally accessible motion capture through simple and cost-efficient implementations on standard hardware.

## 3. Estimating Rigid Body Orientation from Inertial Sensing

We present an algorithm for estimating the orientation of a rigid body using the accelerometer, magnetometer, and gyroscope readings provided by an IMU sensor. The algorithm presented here is similar to the Complementary Quaternion Attitude Filter presented by Bachmann et al. ${ }^{36,34}$ However, our algorithm is different in several aspects, including the removal of the Gauss-Newton iteration method for execution on the Atmel Mega32 microcontroller. This microcontroller supports floating point numbers in software only and has a limited program storage size of 32 Kb .

Our basic approach is to integrate gyroscope signals for orientation estimates and drift errors with accelerometer and magnetometer readings. To do this, we must assume the following:

- The accelerometers provide a good approximation of the gravity vector. That is, only small accelerations are experienced that cause deviation from the true gravity vector. This assumption imposes a limit on the maximum acceleration that the capture subject can impart upon the sensor before errors in orientation will occur.
- The magnetometers provide a good approximation of the Earth's magnetic field vector. This requirement limits the effectiveness of the orientation sensor in highly distorted magnetic fields, or where the magnetic field fluctuates significantly from one point to the next.

These limitations can be significant and should be considered when determining if the target application is plausible for this system ${ }^{35}$.

The Earth's gravity and magnetic field vectors are obtained by placing the sensor in a predefined orientation relative to gravity (in our application, the sensor communication ports pointing straight up in the opposite direction of the Earth's gravity) and cycling the suit power. Once cycled, the microcontroller samples the accelerometer and magnetometer sensors a predetermined number of times, calculates the means, normalizes the resulting vectors, and stores them in $g_{\mathrm{ref}}$ and $m_{\text {init }}$, respectively. In our application, $g_{\text {ref }}$ and $m_{\text {init }}$ represented by quaternions ${ }^{37}$ with zero real part. $m_{\text {init }}$ is further processed to form $m_{\text {ref }}$ by correcting for the declination angle, the angle that the Earth's magnetic field makes with the horizontal.


Fig. 2. Example of the difference between global frame $E$ and local sensor frame $L$ after initialization. The frame $L$ is rigidly attached to the sensor body. Communication (minidin) ports are shown as circles on the sensor.

This correction is accomplished by taking the cross product between the $g_{\text {ref }}$ and $m_{\text {init }}$ to obtain an axis of rotation and determining the angle $\phi$ between the vectors. The correction angle $\Theta_{\text {correct }}$ is calculated to be $90-\phi$ degrees, and $m_{\text {init }}$ is rotated counterclockwise along the axis of rotation by $\Theta_{\text {correct }}$ degrees. $g_{\text {ref }}$ and $m_{\text {ref }}$ define the global Earth reference frame $E$.

The algorithm which resolves the sensor orientation relative to the Earth's frame $E$ is a linear step-correct algorithm based on quaternion algebra. Quaternions are used because they solve the gimbal-lock problem inherent in Euler angles. A quaternion $q$ consists of a real part $r$, along with three imaginary parts $x, y$, and $z$ expressed as:

$$
q=\left[\begin{array}{l}
r  \tag{1}\\
x \\
y \\
z
\end{array}\right]
$$

or more formally expressed as $q=r+x i+y j+z k$.
The initial orientation of the sensor is determined by finding the difference between the local sensor frame $L$ (rigidly attached to the sensor body) and the global frame $E$ (Figure 2). This difference is used to construct the initial orientation quaternion $q_{\text {ref }}$ relative to $E$, where $q_{\mathrm{ref}}=q_{t}$ at time $t=0$. To determine the orientation at time $t=t_{i}+\Delta_{t}$ we must integrate the gyroscope angular rate information. This is done by setting the angular rate quaternion $\omega$ as follows:
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$$
\omega=\left[\begin{array}{c}
0  \tag{2}\\
x^{\prime} \Delta_{t} \\
y^{\prime} \Delta_{t} \\
z^{\prime} \Delta_{t}
\end{array}\right]
$$

where $x^{\prime}, y^{\prime}$, and $z^{\prime}$ are the angular rates in the local frame provided by the gyroscopes (in degrees $/ \mathrm{sec}$ ). $\omega$ is multiplied by the current orientation quaternion $q_{t}$ to obtain the change in orientation $\Delta_{q} . \Delta_{q}$ is added to $q_{t}$ to obtain the new orientation $q_{t+\Delta_{t}}$, as stated in the following step calculations:

$$
\begin{align*}
\Delta_{q} & =(1 / 2) q_{t} \omega  \tag{3}\\
q_{t+\Delta_{t}} & =q_{t}+\Delta_{q} \tag{4}
\end{align*}
$$

where quaternion multiplication is defined as:

$$
q_{1} q_{2}=\left[\begin{array}{c}
r_{1} r_{2}-x_{1} x_{2}-y_{1} y_{2}-z_{1} z_{2}  \tag{5}\\
\left(r_{1} x_{2}-x_{1} r_{2}-y_{1} z_{2}-z_{1} y_{2}\right) i \\
\left(r_{1} y_{2}-x_{1} z_{2}-y_{1} r_{2}-z_{1} x_{2}\right) j \\
\left(r_{1} z_{2}-x_{1} y_{2}-y_{1} x_{2}-z_{1} r_{2}\right) k
\end{array}\right]
$$

This step equation would be sufficient if the gyroscopes were capable of providing rotation rate values without error or noise. Unfortunately, readings from gyroscopes incur significant noise and suffer from a variety of other errors which affect the signal. Therefore, we introduce an additional step for sensor correction, outlined in the following steps:
(1) $g_{\text {ref }}$ and $m_{\text {ref }}$ are converted to the local sensor frame by the following equations ${ }^{36}$ :

$$
\begin{align*}
g_{\text {local }} & =q_{t}^{*} g_{\mathrm{ref}} q_{t}  \tag{6}\\
m_{\text {local }} & =q_{t}^{*} m_{\mathrm{ref}} q_{t} \tag{7}
\end{align*}
$$

where $q^{*}$ is the complex conjugate of a quaternion defined as:

$$
q^{*}=\left[\begin{array}{c}
r  \tag{8}\\
-x \\
-y \\
-z
\end{array}\right]
$$

(2) $g_{\text {sensed }}$ and $m_{\text {sensed }}$ are the local sensor frame gravity and magnetic field vectors obtained from the current accelerometer and magnetometer readings.
(3) The error vectors $g_{\text {error }}$ and $m_{\text {error }}$ are the differences:


Fig. 3. Partitioning of space in the local sensor frame. $g_{\text {sensed }}$ is checked against these partitions to determine which components of the gravity and magnetic field vectors are used to calculate the yaw, pitch, and roll angle corrections. Partition 1 lies along the z axis, partition 2 along the y axis, and partition 3 along the x axis.

$$
\begin{align*}
g_{\text {error }} & =g_{\text {local }}-g_{\text {sensed }}  \tag{9}\\
m_{\text {error }} & =m_{\text {local }}-m_{\text {sensed }} \tag{10}
\end{align*}
$$

Theoretically, if there is no error in orientation, then these two quaternions are zero. In practice, minor fluctuations in the sensor signals always results in small errors.
(4) $g_{\text {local }}, g_{\text {sensed }}$, and $g_{\text {error }}$ are used with the law of cosines to determine the error angles $\phi$ (pitch) and $\Theta$ (roll) in all orientations, but are projected onto the local axis in the following manner:

- If $g_{\text {sensed }}$ within partition 1: the angle $\phi$ is determined by the projection onto the x -z plane and the angle $\Theta$ is determined by the projection onto the y -z plane.
- If $g_{\text {sensed }}$ within partition 2: the angle $\phi$ is determined by the projection onto the $x-y$ plane and the angle $\Theta$ is determined by the projection onto the y -z plane.
- If $g_{\text {sensed }}$ within partition 3: the angle $\phi$ is determined by the projection onto the $\mathrm{x}-\mathrm{z}$ plane and the angle $\Theta$ is determined by the projection onto the $\mathrm{x}-\mathrm{y}$ plane.
$m_{\text {local }}, m_{\text {sensed }}$, and $m_{\text {error }}$ are used with the law of cosines to determine the
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error angle $\mu$ (yaw) in all orientations, but are projected onto the local axis in the following manner:

- If $g_{\text {sensed }}$ within partition 1: $\mu$ is determined by the projection onto the x-y plane.
- If $g_{\text {sensed }}$ within partition 2: $\mu$ is determined by the projection onto the $\mathrm{x}-\mathrm{z}$ plane.
- If $g_{\text {sensed }}$ within partition 3: $\mu$ is determined by the projection onto the $y-z$ plane.
(5) These angles are combined into the error angular rate quaternion $\epsilon$ that is used to obtain $q_{\text {correct }}$ :

$$
\begin{align*}
\epsilon & =\left[\begin{array}{c}
0 \\
\Theta \Delta_{t} \\
\phi \Delta_{t} \\
\mu \Delta_{t}
\end{array}\right]  \tag{11}\\
q_{\text {correct }} & =(1 / 2) q_{t} \epsilon \tag{12}
\end{align*}
$$

The resulting step-correction computation is:

$$
\begin{equation*}
q_{t+\Delta_{t}}=q_{t}+\Delta_{q}-\alpha q_{\text {correct }} \tag{13}
\end{equation*}
$$

where $\alpha$ is a scalar used to tune the algorithm for optimal performance.
(6) $q_{t+\Delta_{t}}$ is normalized as :

$$
\begin{equation*}
q_{t+\Delta_{t}}=\frac{q_{t+\Delta_{t}}}{\mathrm{n}\left(q_{t+\Delta_{t}}\right)} \tag{14}
\end{equation*}
$$

The primary difference between our algorithm and Bachmann et al. is in the correction step. Bachmann et al. use the following equation as the correction step:

$$
\begin{equation*}
\Delta_{q}=\left[X^{T} X\right]^{-1} X^{T} \epsilon(q) \tag{15}
\end{equation*}
$$

where $\epsilon(q)$ is defined as a $6 \times 1$ vector which contains the difference between the actual gravity and magnetic field vectors and computed gravity and magnetic field vectors respectively. The X matrix contains the partial derivatives of the computed measurement vector with respect to the components of the orientation quaternion.

Our correction step determines the yaw, pitch, and roll angles between the actual and sensed magnetic and gravity vectors and places these into an angular rate quaternion $\epsilon=\left[0, \Theta \Delta_{t}, \phi \Delta_{t}, \mu \Delta_{t}\right]^{-1}$. $\epsilon$ is multiplied by $(1 / 2) * q_{t}$ to obtain $q_{\text {correct }}$, which is multiplied by the scalar $\alpha$, used to tune the algorithm for optimal performance.


Fig. 4. Overview of our inertial sensor motion capture system.

## 4. Kinematic Motion Capture from Inertial Sensing Nodes

Our motion capture system consists of 3 hardware subsystems: the computer interface, the capture subject interface, and the individual sensor units. These subsystems are described below.

The computer interface consists of a single Atmel Mega32 microcontroller, a Linx Technologies TR-916-SC-PA transceiver, and a DLP Design DLP-USB245M USB FIFO adapter. The microcontroller provides the low-level control functionality and filters incoming packets for correct structure. In the current implementation, this subsystem acts as a relay between the transceiver and USB in receive mode only.

The capture subject interface consists of a single Mega32 microcontroller, a TR-916-SC-PA transceiver, 6 v nicad battery, and 5 minidin ports in which sensors may be connected. The microcontroller acts as the Serial Peripheral Interface (SPI) master, requesting orientation packets from the connected sensors. Once a valid packet is buffered, it is sent over the transceiver which currently operates in send mode only. The radio subsystems operate reliably indoors to over 100 feet.

The inertial measurement units (IMUs) contain: a single Mega32 microcontroller; 12-bit, 11-channel Texas Instruments ADC; 3 axis magnetometer (consisting of 1 Honeywell HMC1051 and 1 Honeywell HMC1052); 3 axis accelerometer (con-
sisting of 2 Analog Devices ADXL311JE); and a 3 axis gyroscope (consisting of 3 Analog Devices ADXRS300ABG). Various passive components and a voltage regulator are also present. Each sensor is capable of resolving global orientation relative to the gravity and Earth's magnetic field vector. The sensors communicate with the capture subject radio as SPI slaves. Two minidin connectors allow multiple sensors to be chained together. The bare sensors have a 1.5x1.5.0.75 inch footprint (Figure $5)$.

Sensors can be added or removed as needed prior to the capture session. The limiting factor in our application is the bandwidth of the Linx radios ( $33,600 \mathrm{bps}$ ). Future plans include migrating to 802.11 b, where the limiting factor will become the speed at which the SPI is able to operate. This is governed by the length of the physical connections as well as the Mega32 16Mhz operating speed.

The capture subject radio, operating as SPI master, polls the SPI bus for the presence of a particular sensor ID. Should a sensor with that ID be attached to the system, that sensor will respond to the SPI master and the orientation information will be transferred. If the ID is not found, the SPI master tries two additional times in case the sensor is in a critical section, then moves on to the next sensor ID. The maximum ID in our application is 15 , although this could be changed in other applications. Therefore, the current system is scalable from 1 to 15 sensors.


Fig. 5. Hardware for an assembled IMU sensor unit.

## 5. Robonaut Teleoperation from the Motion Suit

In the the following paragraphs, we address the three main issues for mapping global sensor orientation from a human performer onto the kinematics of a humanoid robot, such as Robonaut ${ }^{1}$ :
(1) the parent-child order placement of the sensors;
(2) the decomposition of each sensed orientation into the correct joint angles;
(3) the offset adjustment for obtaining (approximately) equal postures.

Robotic kinematics structures require each joint orientation to be defined in its local frame. In this way, local orientations can be easily converted to the angular values to be achieved by each joint actuator. Individual sensors of the motion suit provide orientation with respect to a global frame. Consequently, orientation information from each sensor needs to be converted to a local frame, according to parent-child relationship of the sensors placement.

In our experiments, we used two sensors to capture arm motions. Sensor 1 was placed on the upper arm of the teleoperator, and sensor 2 was placed in the lower arm (Figure 7). Clearly, sensor 2 needs to be considered a child of sensor 1 in this setup.

Let $q_{1}$ and $q_{2}$ be the global orientations received by sensors 1 and 2 , respectively. As $q_{1}$ is considered to be the root of our simple hierarchy of sensors, it does not need any corrections. However $q_{2}$ needs to be transformed to its local frame:

$$
\begin{equation*}
q_{2}^{\text {local }}=q_{1}{ }^{-1} q_{2} \tag{16}
\end{equation*}
$$

Rotations $q_{1}$ and $q_{2}^{\text {local }}$ are correctly expressed in their local frames, however they still need to be decomposed in the correct Euler angles sequence in order to obtain the correct angular rotations for each of the controlled Robonaut's arm joints. The trigonometric equations involved in the decomposition of a rotation into Euler angles can be found in an introductory Robotics textbook ${ }^{38}$.

Further adjustments might be required, depending on the specific kinematics present in the target robotics structure. For instance, in Robonaut's case, the three axis of rotations in Robonaut's shoulder do not intersect at a single point. Such alignment exists in the sensed rotation $q_{1}$, and therefore a correction through Inverse Kinematics would be required for a perfect match. As the misalignment in Robonaut's shoulder is small, we did not include such correction step in the experiments presented here.

The final joint angles obtained are relative to the decided initial reference orientation ( $q_{\text {ref }}$ in Section 3) of the motion suit. Offsets must be added to these values in order to match the reference posture of the target structure. The offsets are defined by the joint values of the target structure (Robonaut's arm) required to achieve the same posture as the initialization posture defined for the motion suit. Some angular offsets requires negation in order to conform with the direction of orientation of the corresponding actuated joint.

Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be the three final Euler angles obtained from $q_{1}$, after all the corrections previoulsy explained (including the offset adjustment). Similarly, let $\alpha_{4}$, $\alpha_{5}, \alpha_{6}$ be the final angles obtained from $q_{2}^{\text {local }}$.

Similar to a human arm, Robonaut's arm has a total of 7 DOFs (Figure 7). In the experiments presented in this paper, only 5 of them are being teleoperated. Angles $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are mapped to the 3 joints affecting the rotation of Robonaut's


Fig. 6. Two sensors are placed in the right arm of the user; the radio unit can be seen in the left hand of the user (left image). Joint angles are derived from the sensors and mapped to the arm of a simulated model of Robonaut (center image). The obtained end-effector position and orientation in our simulator are sent via network to the Robonaut control interface for actuation (right image).


Fig. 7. Our model of Robonaut's right arm. In accordance with Robonaut, this arm has 7 DOF: 2 in the shoulder, 1 in the upper arm, 1 in the elbow, 1 in the lower arm, and 2 in the wrist.
shoulder. Angles $\alpha_{4}$ and $\alpha_{5}$ are mapped to the elbow flexion and lower arm twist. Angle $\alpha_{6}$ is not required to be used. A third sensor placed in the user's hand would be required in order to teleoperate the remaining 2 joints of Robonaut's wrist.

Due to safety concerns, the maintainers of Robonaut only permit external control of the robot's arms through its built-in inverse kinematics (IK) mechanism. The IK mechanism requires commands be sent as the 6 DOF position and orientation of the endeffector in Robonaut's coordinates (in relation to a frame located within Robonaut's chest). Robonaut's built-in Jacobian-based Inverse Kinematics is then responsible to reconstruct the posture. This circumstance requires us to explicitly model Robonaut kinematically in order to translate motion capture data into IK


Fig. 8. Snapshot sequences from Robonaut teleoperation using our IMU-based motion capture suit for (top two rows) circle and (bottom two rows) box hand trajectories.
commands for Robonaut. Figure 6 illustrates such mapping from the sensors to the intermediate model and finally to Robonaut.

As illustrated in Figures 8 and 9, we evaluated our motion suit through six teleoperation trials. For each trial, data published by the intermediate model and Robonaut were saved to files. A comparison of the endeffector trajectories for these six trials are shown in Figure 9. As shown in the plots, teleoperation with our motion suit performed well with observable decrease in performance as the motion becomes more complicated. We attribute this performance decrease to human factors issues and latency in Robonaut actuation.


Fig. 9. Comparisons of endeffector trajectories for teleoperation of Robonaut. Two curves are shown in each plot for the trajectory achieved by Robonaut (in blue) and the trajectories of command positions sent from our intermediate model (in green) in Robonaut's coordinates. The top row contains plots for (left) vertical, (center) horizontal, and (right) diagonal endeffector movements. The bottom row contains plots for (left) circle, (center) box, and (right) infinity symbol endeffector movements.

Although not backed by recorded data, each recorded motion in the intermediate model was executed autonomously and without mishap on Robonaut after the teleoperation trials. Each recorded motion was deliberately teleoperated to begin and end near the same configuration. This property allowed the autonomous playback to continue looping through the motion repeatedly. Such experiments further demonstrate the applicability of dynamic trajectory formation ${ }^{9,10}$.

## 6. Discussion

Our aim in developing an IMU-based motion capture system is to provide practical systems for utilizing human motion in the field as well as a lab. While many applications exist, we primarily want to use such systems for "on-the-fly" humanoid robot teleoperation and collecting corpuses of human motion for learning from demonstration. In its current state, our inertial capture system acheives this practicality. As we address in the following paragraphs, however, the system is subject to several caveats that can be addressed with realizable extensions.

Realizing practical untethered motion capture. There are four primary factors in realizing our aims for practical untethered motion capture: cost, equipment size, communications, and reliability. Considering the cost and size of existing capture systems, our motion suit is relatively inexpensive and compact. The equipment cost for each sensor is less than $\$ 300$ USD and radio equipment is less than $\$ 100$ USD. The sensors, radios, and batteries are were constructed from standard components, yet the form factor of the sensors and subject interface can easily be worn by a human. With more components more specific to IMU-based capture and wireless communications, this form factor could potentially be reduced such that worn sensors can be hidden under clothing.

For communications and reliability, our motion suit has demonstrated reliable accuracy for Robonaut teleoperation over 916 MHz radio commuications. Informally, our suit has operated succesfully for periods up to 1 hour at distances up to 100 feet. Our choice of IMUs and radios was driven more by cost than accuracy. As IMU technology improves, so will the reliable performace of inertial-based motion capture. Additionally, the need for off-board communications can be removed by processing or collecting sensor data on the subject interface using increasingly smaller on-board computing devices.

Scalability, position estimation, and global human orientation. A benefit of our motion capture design is the ability for each sensor to estimate orientation independently. This feature provides an inherent scalability in that the sensors are continually publishing orientation information regardless of changes to the number of sensors or their configuration. The scalability issue for our system arises for corresponding sensor information to a kinematic topology. Our system currently relies upon associations between sensor identifiers and kinematic joints. Such correspondences could be done manually or through establishing wired communication between sensor pairs with a parent-child relationship, as in our current system.

A truly scalable system, however, would estimate sensor-kinematic correspondences by estimating kinematic topology. One approach to estimating kinematic topology could use a variant of work by O'Brien et al. ${ }^{39}$ that partitions sensors into kinematic subgroups based on rotation about an individual joint. Another approach could treat the problem as a sensor network. This approach would rely on another sensing modality, such as sonar or wireless signal strength, to localize the sensors for position.

One limitation of our current system is that three sensors are required for completely untethered operation. More specifically, one additional sensor is required to account for the global rotation of the human with respect to their initial orientation. Without this additional sensor, the user is restricted to forward/backward global movement. Global turning or twisting results in a skewing of the capture data. We have tested unrestricted motion capture with three sensors; however, only two of these sensors were working during our tests with Robonaut.

Sensor initialization. Our application requires the sensors to be placed in a particular orientation, with connectors pointed up, in order to be initialized prop-
erly. This requirement is a side effect of the limited 32 k flash programming space in the Mega32 microcontroller. Each sensor attempts to resolve its initial orientation upon power-up using trigonometric functions based on $g_{\text {sensed }}$ and $m_{\text {sensed }}$ to calculate initial yaw, pitch, and roll angles to form $q_{\mathrm{ref}}$ at $t=0$. This process is similar to the error angle calculation, which has three cases, but due to memory limitations only one of these cases could be implemented. The chosen orientation is natural because the sensors are oriented with connectors pointed upwards when the body is in a neutral standing pose. Future improvement would include a memory expansion by at least 32 k , which would allow this initialization to occur in any orientation. The ability to determine this initial orientation on-the-fly by sending a software reset rather than cycling the system power is currently being explored.


Fig. 10. An illustration of reindexing motion suit data for relative robot movement. This illustration shows two models of Robonaut, one indicative of values from the motion suit (the darker contracted arm) and one indicative of Robonaut's actual configuration (the lighter extended arm).

Human-robot factors and synchronization. During our teleoperation trials, it became apparent that human factors issues were more significant than we anticipated. These issues include initial human-robot synchronization, reindexing, and actuation delay. Due to safety concerns, Robonaut will not accept control commands unless its actual arm endeffector position is matched, within some close threshold, by the desired endeffector position sent by the motion suit. This initial synchronization had to be executed by the teleoperator through blind search (i.e., without feedback). Additionally, situations may arise during teleoperation where it is advantageous for the user's and the robot's configuration to be significantly different. These situations could be due to differences in kinematics or performing
relative movement in more less physically challenging coordinates.
As suggested by the Robonaut team, this problem was fixed through reindexing (Figure 10). Reindexing saves an offset transformation between the teleoperator and the robot. This allows the user's motion to be relative to the initial Robonaut position rather than control in absolute coordinates. Furthermore, relative control allows the teleoperator to chose a confortable working position independent of Robonaut's posture. Relative control can be reindexed at anytime during operation, allowing to address a larger reachable space.

Reindexing, however, does not account for the latency between teleoperator motion and robot actuation, result are compensation errors by the teleoperator. These errors occur when the human moves too fast for the robot to actuate and then attempts to compenstate for the robot's latency. The resulting motion is not necessarily faithful to either the human's motion or the robot's capabilities. Incorporation of feedback, through haptics or another sensation, to indicate deviation between the human and robot configurations could aleviate this issue.

## 7. Conclusion

In this paper, we have presented the design for an untethered motion capture system based on inertial sensing. The functionality of our system was demonstrated through experiments in teleoperating the NASA Robonaut. Our motion capture system has been presented as a cost-effective and unencumbering means for extending motion collection beyond structured environments. In the future, similar systems will play an important role in research areas such as human-robot interaction and learning from demonstration.
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