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Abstract

Stabilization of gaze is a major functional prerequisite for robots exploring the environment. The main reason for a
“steady-image” requirement is to prevent the robot’s own motion to compromise its “visual functions”. In this paper we
present an artificial system, the LIRA robot head, capable of controlling its cameras/eyes to stabilize gaze. The system
features a stabilization mechanism relying on principles exploited by natural systems: aninertial sensory apparatus and
images ofspace-variantresolution. The inertial device measures angular velocities and linear acceleration along the vertical
and horizontal fronto-parallel axes. The space-variant image geometry facilitates real-time computation of optic flow and
the extraction of first-order motion parameters. Experiments which describe the performance of the LIRA robot head are
presented. The results show that the stabilization mechanism improves the reactivity of the system to changes occurring
suddenly at new spotted locations. ©2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Stabilization mechanisms have developed in natu-
ral systems as necessary functional elements to en-
able consistent treatment of visual information. These
mechanisms are indeed important when the visual sys-
tem needs to exploit its maximum acuity, estimate
self-motion or discriminate motion of the visual scene.
As a matter of fact, images falling on the retinas are
required to be relatively still, particularly in all those
tasks requiring the brain’s neural circuitry to discrim-
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inate/extract/recognize relevant visual features. In hu-
mans, for example, it is well known that the stabi-
lization of the whole visual field enhances sensitiv-
ity to individual moving objects and to motion paral-
lax [27], contributing to enhancement in the percep-
tion of distance, form [35], and relative depth [12]. In
robotics too, image stabilization mechanisms should
be considered important functional elements. Robots
exploring the environment will certainly benefit from a
stable gaze-line. Two cases are of particular interest: (i)
when performing dynamic visual measurements dur-
ing their own movement [33]; (ii) when using fixation
as a reference while navigating or manipulating [3].
From an implementation perspective, how should one
go about achieving robust performance and efficiency
at the same time? What is the sensory information that
should be considered to achieve the goal? Does the
sensing process satisfy the dynamics of the stimuli?
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What are the computational cost of a particular imple-
mentation and the resources available to the robot?

In animals with fixed eyes, like many insects and
some birds, retinal image stabilization is achieved
by compensatory head or body movements. Primates
and many invertebrates with an efficient oculo-motor
apparatus rely mostly on compensatory eye move-
ments. As a matter of fact, the “hardware” triggering
compensatory motor responses is common to many
biological species. A wide range of mechano-neural
transducers, functionally equivalent to rotation or
translation-sensitive mechanisms, are found in many
species [48]. One can speculate about the advan-
tages of these particular motion sensing “transduc-
ers”, but nevertheless it remains that such a partic-
ular design solution has been naturally selected to
deal with the image stabilization problem. In pri-
mates, the mechanism controlling the direction of
gaze on the basis of inertial information is called
vestibulo-ocular reflex(VOR). It is subdivided into
angular VOR (AVOR) — generating oculo-motor re-
sponses toangular head motion — andtranslational
VOR (TVOR) — generating responses tolinear head
motion [30,36]. In the case of the AVOR, the sens-
ing is performed by three ring-shaped sensors (called
semi-circular canals), measuring angular velocities
along three perpendicular directions. In the case of
the LVOR, the sensing is performed by the otoliths
organs, which sense linear movements in horizontal
and vertical directions and orientation of the head
with respect to gravity [19]. The vestibular reflexes
are known to operate in open-loop, are very rapid and
work best for high frequency movements of the head
[5,20,48]. On the other hand, the visual reflexes, like
the opto-kinetic reflex (OKR), operate in closed-loop,
are slower and respond better for lower frequencies
of head movements [2,24].

The use of inertial information in artificial systems
was already proposed in the past by several authors
(see [4,7,23,31,45]). On the other hand, only few
robotics implementations have appeared exploiting
inertial cues for line-of-sight stabilization (e.g. [1]).
The problem of image stabilization can be approached
in different ways according to the structure of the
system itself and to the nature of the environment. In
recent work, Terzopoulos and Rabie [44] proved that a
“pure visual” approach is successful within their
Animat world, a virtual world where autonomous

virtual robots can perceive and interact in a physics-
based environment. For the purpose of this paper
though, the only interesting situation is characterized
by real cameras moving in a dynamic environment.
In this condition stabilization means being able to
track a point in the environment and not simply being
able to maintain a stable orientation of the camera’s
optical axis. This goal can be achieved, in principle,
through a process acting only on image features (see
e.g. [11,28,38,47]). On the other hand, the goal of this
work is to demonstrate that a more efficient solution
is based on inertial measures providing angular and
linear egomotion information independent of visual
egomotion information derived, for example, through
the optical flow field [15,16,22]. The inertial data,
even if not sufficient to solve the stabilization problem,
reduces the computation load of visual processing.

The paper is organized as follows. Section 2 de-
scribes the inertial and visual sensory systems of the
LIRA head. Section 3 outlines some basic kinematics
of gaze for translational and rotational movements.
Section 4 proposes two control schemes developed in
the framework of stabilization control: the first, with
the intent to realize a monocular image stabilization,
the second oriented to binocular systems. They both
rely on the integrated use of inertial and visual infor-
mation. In Section 5 the experimental results and the
stabilization performance of the LIRA robot are pre-
sented. The stimuli used to characterize the system’s
response are externally imposed rotational and trans-
lational movements. Finally, the advantages of using
a visuo-inertial stabilization mechanism in the context
of fast coordinated eye-head movements are also
addressed.

2. Inertial and space-variant sensing

The inertial sensory system for the robot head has
been entirely designed and realized at LIRA Lab. This
sensory module is designed according to the principles
of the corresponding biological sensor, the vestibular
system. The device is able to measure two angular
velocities and two linear accelerations along two per-
pendicular directions. It is composed of modular, in-
dependent, sensing elements packaged together with
the electronics for filtering and signal conditioning.
The sensing modules are positioned as indicated in
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Fig. 1. The artificial vestibular system.Left: the spatial arrangement of the rotational and translational sensing elements.Right: the prototype
artificial vestibular system. Overall dimensions are kept relatively small (5× 4 × 4 cm) by implementing the design of the individual
modules using surface mount technology.

Fig. 2. The space-variant image geometry.Left: log-polar image of 128×64 pixels.Right: the corresponding reconstructed Cartesian image.

Fig. 1 (left); on the right side, the prototyped device is
shown. The overall dimensions are 5 cm×4 cm×4 cm.
The rotational part is composed of piezoelectric sen-
sors (also known as vibrating gyros) produced by Mu-
rata. These transducers can measure rotational veloc-
ity around their longitudinal axis: the range of mea-
surement extends from−90 to +90◦ per second, the
bandwidth from DC to 50 Hz (90◦ phase delay). The
output of the sensor is band-pass filtered (0.03–5.0 Hz)
and amplified by custom electronics. The linear part,
on the other hand, is composed of sensing elements
exploiting a heat transfer design principle and are pro-
duced by Pewatron. The output generated is propor-

tional to linear acceleration. The range of measure-
ment extends from−1 to +1 g. In the linear part too,
custom electronics is used to low-pass filter and am-
plify the response of the sensing elements [32].

As for the visual sensing, the LIRA’s robot head ac-
quires and processes images in a space-variant format
(see [34] for a detailed description of the log-polar,
space-variant geometry). Instead of a uniform resolu-
tion across the whole visual field, the robot eyes ob-
serve the environment throughfoveal image area of
high resolution and a peripheral image area of low res-
olution. Fig. 2 (left) shows a space-variant, log-polar
image as acquired by the head’s vision system. The
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Fig. 3. The head mount.Left: front view of the robot head shows the offset position of the cameras with respect to the neck rotational
axis (head geometrical parameters,b = 136 mm, a = 95 mm). Right: the artificial “vestibular” system is rigidly fixed on the back of the
head mount.

image (128×64 pixels) is magnified to better illustrate
the resolution variability from foveal to peripheral ar-
eas. Fig. 2 (right) displays the corresponding Cartesian
reconstructed image. These two biologically inspired
sensory systems are integrated within a binocular ar-
chitecture (see Fig. 3). More specifically, the active vi-
sion hardware used in these experiments is composed
of:
• a four d.o.f. mount, independent vergence, common

elevation and common pan,
• two color cameras simulating a space-variant

(log-polar) geometry,
• an artificial vestibular system,
• a double Pentium-Pro system architecture, a frame

grabber (IntegralTech Flash Point 128) and a motion
control board (Motion Engineering).

3. Head movement versus gaze kinematics

The goal of this section is to make explicit the rel-
ative roles of inertial and visual information in differ-
ent situations. It should help to highlight the advan-
tages of visuo-inertial integration and the asymmetries
of eye-control commands. The description we develop
here includes the eye–head geometric parameters and
the eye–head kinematic dependence on fixation dis-
tance for rotations and translations. This formalism
should not be taken to suggest that biological systems
explicitly compute direct or inverse kinematics.

3.1. Rotational movements

We consider here the compensatory eye move-
ments required to maintain stable fixation of a target
at distanced, when the head rotates around a verti-
cal, off-centered axis. Fig. 4 shows the geometry of a
binocular system for this case and indicates the most
relevant geometrical parameters: the inter-ocular dis-
tance (or baseline)b, the perpendicular distancea
between the rotational axis of the head and the base-
line, and the viewing distanced, measured from the
head rotational axis and the gaze point. The analyt-
ical relation among these parameters can be derived
by considering the kinematics of this model, and im-
posing the constraint that the eyeE maintains gaze
at pointP when the head rotates (see Appendix A.1
for details). Simple vectorial rules and differentiation
with respect to time leads to the following expression
of angular velocityωl :

ωl =
[

1 + dZl − (a2 + 1
4b2)

d2 − 2dZl + (a2 + 1
4b2)

]
ωh, (1)

where Zl = (a cosθh + 1
2b sinθh) represents the

Z-coordinate of the left eye. Eq. (1) determines the
relationship between eye velocity,ωl , and (i) the ge-
ometrical parameters of the eye–head system (i.e.b
anda) and (ii) the distanced of the fixation pointP
for any given head velocityωh. In a robot vision sys-
tem different choices of thea andb parameters (i.e.
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Fig. 4. Geometry of the eye–head system showing the parameters (a, b, d) relevant to inertial and visual measures.

geometric configurations and dimensions) determine
different shapes of the eye–head velocity relationship.
Eq. (1) also makes explicit the inverse dependence
upon distance [33]. Interestingly enough, dependence
upon distance is clearly evident in primate’s RVOR
responses [6,13,17,40,43,46]. These findings suggest
that fixation distance might play an important role
in simplifying/synthesizing efficient oculo-motor re-
sponses to rotational movements especially in the
close range domain. In this regard, note that the eye
velocity ωl required to maintain fixation on near ob-
jects can be as much as twice the value ofωh for
fixation distances in the range 25–200 cm; in other
words, the optimal amount of ocular compensation
needed to achieve a stable gaze can change rapidly
with distance of fixation. One point worth stressing
here is the fact that the range over which fixation
distance influences the optimal control of the eye
compensatory gain (at least from the kinematics point
of view) may not be very relevant for locomotion
(e.g. a robot walking/navigating and fixating at a long
range). On the other hand, this range overlaps entirely
with manipulation workspace, and in this respect,
might justify appropriate control circuits (e.g. a robot
manipulating objects).

3.2. Translational movements

To understand the requirements of stable fixation in
the case of translational movements, we refer to the
same formalism used for rotations. Fig. 5 shows the
geometric representation of this task for a binocular
system which is translating with instantaneous veloc-

Fig. 5. Geometry of ocular responses to lateral translations.

ity Tx along the x-axis. The vectorial formalism
applied in this case gives

ωl =
[

(d − a)

(1
2b − x)2 + (d − a)2

]
Tx. (2)

Fig. 6 represents graphically the expression of the gain
required for perfect compensation (i.e. Eq. (2)). The
curve shows clearly that the ocular response required
to maintain fixation on near objects (i.e. 20–150 cm)
can be quite large, but decreases inversely with dis-
tance. An object at infinite distance does not require,
in principle, any ocular compensation irrespective of
how fast translation is occurring. Moreover, when the
eye is fixating an object in the range 50–200 cm, the
required gain (i.e. required eye velocity per unit linear
translation) changes with distance dramatically: from
a value of 0.5 at a distance of 150 cm, the gain rises
to about 2.0 at 50 cm. In terms of ocular velocity, this
means that changing fixation from a point at 150 cm
distance to another at 50 cm, while translating at ve-
locity Tx , requires a fourfold increase in the eye
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Fig. 6. Theoretical eye–head velocity ratios plotted for translations
of the head. The velocity ratio as a function of fixation distance
d for different values ofa. The baselineb is fixed (6 cm) and
eye-to-neck distancea increases (from 6 to 16 cm).

velocity if fixation is to be maintained. Once again, it
is interesting to remark that the gain of the primate
TVOR and RVOR varies inversely with viewing dis-
tance, although compensation is often less than com-
plete. The modulation of the TVOR gain is subject to
instantaneous changes in fixation distance and it can
be modeled using a linear relationship with binocu-
lar vergence angle, though vergence is not the only
parameter used for range-finding [37,39].

Fig. 7. Polar representation of the inertial gains (GVORl and GVORr ) for the left and the right eye. The two curves in each plot describe
the binocular gains required to perfectly stabilize the left and right image during a rotational movement. The angular displacement from
the zero reference codes the orientation of the head, while fixating frontally at a given distance.Left: distance of fixation is 30 cm.Right:
distance of fixation is increased to 70 cm.

3.3. Eccentric gaze

When looking at an eccentric target in near space,
the compensatory eye movements required to main-
tain binocular alignment during head rotations are dif-
ferent for the two eyes [17]. From a kinematics point
of view, the origin of this asymmetry is clear if one
compares the analytical expressions of the two angu-
lar velocities (i.e. left vs. right eye). The optimal com-
pensatory velocities are given by Eq. (1) for the left
eye and by the following for the right eye:

ωr =
[

1 + dZr − (a2 + 1
4b2)

d2 − 2dZr + (a2 + 1
4b2)

]
ωh, (3)

where Zr = (a cosθh − 1
2b sinθh) represents the

Z-coordinate of it. The expressions are almost iden-
tical except for the sign of a few terms encoding the
opposite position of the eyes. The representation of
the two gains in polar coordinates (see Fig. 7 — gains
are plotted with respect to head angular position,
θh, and for a given distance of fixation) reflects the
asymmetric requirement of the optimal response. In
the case of an object at 30 cm distance (Fig. 7, left),
an angular deviation from the frontal direction of 30◦
introduces a relative gain difference between the two
eyes of about 0.2; for example, with a head velocity
of 200◦ per second, deviating 30◦ from the frontal
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Fig. 8. Block diagrams of visuo-inertial mechanisms to stabilize robot’s gaze. (A) The rotational module selectively measures rotational
movements of the head (ωh). (B) The linear accelerometer senses translational movements of the head (ah). In both cases, the inertial
information is processed open-loop and acts in parallel way with the vision module.

direction gives a relative angular differential velocity
of 40◦ per second. Thus, the angular velocities of the
two eyes can be rather different in the near space. Al-
though in humans, there is clear evidence that during
compensatory eye movements, binocular alignment is
not strictly maintained [10], this constraint might be
more important for a robot vision system, especially
if the system uses binocularly derived cues to control
camera movements [9].

4. Visuo-inertial integration

The issue of synthesizing simple and effective con-
trol strategies that integrate visual and inertial infor-
mation appears challenging. In an anthropomorphic
binocular system, the rotational axis of the eye and of
the head do not coincide. Therefore, a rotational move-
ment of the head causes both a rotation and a trans-

lation of the eyes. If the fixation point is at infinity,
the inertial information alone will in principle be suf-
ficient to stabilize gaze perfectly. However, this situa-
tion might represent a minority of cases. In general, as
we have outlined in Section 3, to generate an adequate
compensatory response, the information about view-
ing distance is required. We suggest later in this section
the use of a control strategy exploiting range informa-
tion to tune the stabilization performance. Moreover,
compensatory eye movements for translations also de-
pend on other contextual factors such as the direction
of gaze with respect to the direction of heading [18].

The structure of the basic visuo-inertial stabiliza-
tion mechanism implemented on the LIRA head is
sketched in Fig. 8. In the block diagrams, the visual
and the inertial information are simply added together
(in the biological literature this early modeling was
named the “linear summation hypothesis”). The com-
pensatory movement generated by the inertial infor-
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Fig. 9. Block diagram describing the computational scheme used to derive distance information.

mation limits the amplitude of image motion to a range
of values measurable by visual algorithms. Optic flow
is therefore used to measure the residual error (called
residual optic flow — ROF) present in each image af-
ter inertial compensation. In particular, with reference
to Fig. 8(A), the stabilization command generated is

SC(i + 1) = GRVOR · ωh(i) + GOKR ∗ ROF(i),

whereas in the linear case (Fig. 8(B)) the stabilization
command is given by

SC(i + 1) = GLVOR · vh(i) + GOKR ∗ ROF(i),

where vh(i) term represents an estimate of transla-
tional velocity as obtained from numeric integration
of a finite number ofah(i) samples. Even if sim-
ply realized, this stabilization scheme, and the ex-
perimental result obtained from it, draw the attention
to the following important issues. First, the compu-
tational resources in an autonomous system are not
unlimited. Second, the visual processing is computa-
tionally demanding: the amount of image data is usu-
ally much larger than many other sensory data; fur-
ther, vision algorithms require, on the average, several
pre-processing steps. In addition to that, whatever be
the algorithm adopted for image slip estimation, a lim-
ited range of image velocities can be reliably measured
(we have estimated this limit for our system and results
are summarized in Appendix A.2). As a consequence,
in a “real-world” environment, an approach to stabi-
lization willing to consider visual information alone
will have a relatively limited performance. In contrast,
the control scheme described here enables the robot
head, for example, to maintain a stable gaze at 1 m dis-
tance in response to transient rotations of the head at a
speed of 10◦ per second, necessitating the eye/camera
to rotate at 12◦ per second for full compensation; the

inertial mechanism (GVOR = 1) accounting for 10◦
per second of this compensation, leaving the visual
compensation mechanism to deal with a mere 2◦ per
second residual flow. The advantage obtained is there-
fore clear: the use of inertial information enables more
efficient use of the computational resources and it ex-
tends the range of motions or external disturbances
the system can effectively deal with, without increas-
ing system complexity. In biological systems the same
sort of trade-off is present: vestibular reflexes have
high-pass dynamics and are efficiently complemented
by visual reflexes with low-pass dynamics [29,42].
Just to give a numerical example, experimental data on
primate vestibulo-ocular responses indicate that they
are ultra-rapid (RVOR latency is<10 ms [41], and
TVOR latency is<20 ms [8]), while the complemen-
tary visual responses are considerably slower (>50 ms
in monkeys [25] and >80 ms in humans [14]).

In order to work optimally also in a context where
the fixation point is changed in depth, a tuning scheme
which adapts the compensatory gains to changes in
distance is proposed. The scheme exploits range in-
formation which is derived on the basis of dynamic
control of vergence [9]. This type of control enables
the system to keep both eyes/cameras pointing at the
object of interest and to dynamically change their ori-
entation in order to maintain the fixated object cen-
tered in the foveas. With reference to Fig. 9, the dis-
tanced of the object being fixated can be derived from
the vergence(θv) and version(θp) angles using the
following equation:

d = b
cos(θr) cos(θl)

sin(θv) cos(θp)
, (4)

whereθp = 1
2(θl + θr) andθv = (θl − θr). Distance

information is in turn used to adaptively change the
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Fig. 10. Adaptive tuning of compensatory gains.Left: the compensatory gain of the left eye,GL , and the corresponding gain for the right
eye,GR, are tuned according to distance of fixation. The block containing the functionF() combines eye angular positions to derive an
estimate of the fixation distanced according to expression (4).Right: the adaptive gain module replaces the constant gain module of the
previous scheme.

compensatory gains of both eyes. The diagram in Fig.
10 describes the information flow which implements
this scheme. The tuning functions we propose to use
at this stage are those obtained from the kinematic
analysis of Section 3.3. A different approach would
be that of learning these tuning functions.

5. Experiments

Four different experiments are presented. The first
and second ones describe the stabilization perfor-
mance in the monocular case: rotational movements
around a vertical axis and linear translations along a
fronto-parallel plane are addressed. The translational
case will be described more in detail. In fact, the sta-
bilization performance for the rotational case has been
extensively addressed in a previous work [33]. For
both types of movements, the results show that slip on
the image plane can be reduced and almost canceled
by appropriate, constant tuning of the inertial (GVOR)
and visual (Gvis) gains. The third experiment presents
an adaptive tuning scheme for the eye compensatory
response for the rotational case. The robot system es-
timates the distance of the fixation point and uses this
parameter to tune the gains of the counter-rotational
response. The last experiment shows to what extent
the use of inertial information can improve image sta-
bility during coordinated eye–head movements. In all

the experiments, stabilization performance is evalu-
ated quantitatively by using one (in some case two) of
the following visual measurements: correlation mea-
surement between consecutive frames (also called im-
age stabilization index — ISI), retinal error and resid-
ual optic flow (ROF). A detailed description of the
technique used to estimate the ROF (from log-polar
images) is given elsewhere [9]. On the other hand,
the ISI index is defined as follows: ISIi = 1 − NCi ,

NCi

=
∑

η,ξ (Ii(η, ξ) − µi) · (Ii−1(η, ξ) − µi−1)√∑
η,ξ (Ii(η, ξ) − µi)2 · ∑

η,ξ (Ii−1(η, ξ)−µi−1)2
.

(5)

The correlation measures the degree of similarity
between two subsequent log-polar images (Ii and
Ii−1). The symbolsµi and µi−1 indicate the cor-
responding image mean values. Better stabilization
performance is mapped to lower values of ISI. Dur-
ing each experiment the following data are stored to
enable an off-line evaluation of the overall perfor-
mance: (i) position angle of the inertial stimulus; (ii)
output of the inertial sensors; (iii) the translational
component of the optic flow; (iv) values of the im-
age stabilization index (ISI); (v) position angle of the
controlled camera; (vi) retinal target position with re-
spect to the center of the image (this index is used in
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Fig. 11. Residual optic flow (ROF) on the image plane.Left: ROF for different distances when two differentGVOR gains are used.Right:
ROF for different values of visual gainGvis (GVOR is constant: the “s” symbol indicates measurements corresponding toGVOR = 0.7,
while the “*” symbol indicatesGVOR = 1.

particular in the binocular stabilization experiment).
Position and inertial information are sampled at a rate
of 33 Hz (i.e. 30 ms interval). All the visual process-
ing is performed at a sampling interval of 80 ms (i.e.
12.5 Hz). As regards the visual parameters measuring
stabilization performance, the values reported in all
the graphic presentations are obtained as statistics
over several repetitive trials; for this reason data are
often indicated along with the corresponding standard
deviation.

5.1. Monocular stabilization: Head rotations

The results of monocular image stabilization during
head rotation around the vertical axis are here only
summarized [33]. In this experiment the rotational axis
of the inertial stimulus coincides with the common
pan axis of the camera mount. The stabilization per-
formance is evaluated in terms of the ROF measured
at the center of the image plane. The parameters of
the rotational stimulus (amplitude and frequency) were
chosen to induce on the image plane a motion field
close to the saturation threshold of the visual process-
ing system. In our case this threshold is of the order
of 4–5 pixels. Above this value, the relation between
the image velocity and the optic flow is not linear (see
Appendix A.2). It is worth stressing that even if the
dynamics of the stimulus is not a “high dynamics” (i.e.

10◦ per second amplitude, 0.2 Hz frequency), in this
case the pure visual approach could not be performed
correctly (i.e. the optic flow processing is out of range).
This experiment is performed in real-time with a con-
trol period of 80 ms.1 Two sets of ROF measurements
are presented. The first, plotted in Fig. 11 (left) shows
the decrease of the ROF with and without inertial sta-
bilization as function of fixation distance. Note that
in the caseGVOR = 1, the ROF measured is always
maintained within the range of correct measurements.
It is in this case that ROF can be used to synthesize
an additional motor signal to cancel out any remain-
ing image slip. On the other hand, when the inertially
generated response is purposefully removed (GVOR =
0), the values of the ROF obtained for a distance of
130 cm start to indicate saturation effects (i.e. the ROF
drops to a lower value and the corresponding standard
deviation indicates a larger variability of the measure-
ment) generating unreliable information for the feed-
back loop. The second set of measurements (Fig. 11,
right) show that when visual and inertial information
are integrated, the performance of stabilization further
improves. The two series of ROF measurements show
a constant trend toward lower values when the visual
gainGvis is introduced.

1 The architecture used in this experiment did not support
multi-tasking; this issue constrained the sampling interval of visual
and inertial information to a common value.
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Fig. 12. Linear inertial gain as a function of distance. Gain val-
ues are determined experimentally by minimizing the ISI visual
measurement.

5.2. Monocular stabilization: Head translation

This experiment describes the image stabilization
performance of the LIRA robot in response to horizon-
tal movements in the fronto-parallel plane. These types
of movements elicit the response of the linear part of
the artificial “vestibular” system. Compensatory eye
movements for fixation in the fronto-parallel perpen-
dicular plane are addressed. The robot head is mounted
on a support which is fixed to a computer controlled,
translating table. This experimental arrangement en-
ables to generate repetitive left-and-right movements
with a desired acceleration profile. For the purpose of
the current measurements, the cameras of the head are
initially oriented to fixate a background plane; distance
to the background, which is an experimental param-
eter, is changed throughout trials. The motion profile
generated by the motorized table is trapezoidal, with
an acceleration of 90 cm/s2 and a maximum veloc-
ity of 30 cm/s. Three different fixation distances are
considered: 64, 161 and 400 cm. For each distance an
“optimal” tuning of the “linear” gain was obtained ex-
perimentally by minimizing the ISI index. The values
determined for the gains are in the corresponding or-
der, GVOR = 5.3, 2.3 and 1.3. In Fig. 12 we have
plotted such gain values as a function of the distance
parameter (i.e. distance to the background plane). In-
terestingly enough, the curve interpolating the exper-
imental gains shows the same inverse dependence on

distance as the “kinematic” curve derived in Section
3.2. For each experimental trial, performance in stabi-
lization is evaluated by calculating the residual optic
flow (ROF) corresponding to the maximum transla-
tional velocity. Fig. 13 shows three ROF curves cor-
responding to the three different distances mentioned
above. The left-most value in each curve represents the
optic flow measured when no compensatory response
is generated. Clearly enough, the higher the fixation
distance (bottom value,d = 4.00), the lower the am-
plitude of the measured flow. When compensatory eye
movements are generated (with the “optimal”linear
gains), the ROF becomes smaller. Starting from each
second value, the samples represent the ROF mea-
sured using the “optimal” inertial gainGVOR and an
increasing value of the visual gainGvis (range of the
visual gain used extends from 0.01 to 0.10). Although
in two cases, namelyd = 400 cm andd = 161 cm,
stabilization performance improves with the appropri-
ate tuning of the visuo-inertial response, the top curve
(d = 64 cm) shows clearly that for small distances
image motion still remains high (in the order of 1.5
pixel/frame). At this stage, the limit for such small dis-
tances is, in our opinion, due to several factors: uncon-

Fig. 13. Residual optic flow measured during head translations.
Each curve refers to a different fixation distance (in cm) and a
different GVOR constant value.Top curve: d = 64, GVOR = 5.3.
Middle curve: d = 161, GVOR = 2.3. Bottom curve: d = 400,
GVOR = 1.3. The experimental conditions correspond to a constant
inertial gain and a different value of the visual gain for each fixation
distance curve (fromd = 400 to 64, respectively). Conditions are:
(1) GVOR = 0.0, Gvis = 0.0 for all the curves, (2) constantGVOR

and Gvis = 0.0, (3) constantGVOR and Gvis = 0.01, 0.07, 0.05,
(4) constantGVOR andGvis = 0.085, 0.1, 0.07.
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trollable delays in the sensori-motor loop, phase lags
introduced by sensor filtering (to eliminate the sensor
noise), but most importantly, the low sensitivity of the
linear sensing device. Further work is on-going to im-
prove the linear part of the inertial sensory system.

5.3. Binocular stabilization: Adaptive gain control

These experiments show how the robot system
responds by adapting the oculo-motor compensation
strategy according to distance requirements. We have
shown in Section 3.1 that for rotational movements of
the head a stable fixation can be obtained in the short
and long range by tuning the compensatory gain in-
versely with distance. In Section 4, we have proposed
an adaptive control scheme exploiting distance infor-
mation. Here we test the performance of this control
strategy for several fixation distances. To obtain reli-
able distance information we have programmed the
robot head to control its vergence (i.e. the distance of
fixation point) on the basis of color information. An
algorithm performing color-segmentation runs inde-
pendently on each robot’s eye. Position information
of a target are extracted and used to keep the object
centered in both images. A more general approach to
control vergence would be the scheme proposed by
Capurro et al. [9], which rely on binocular fusion and
does not require a priori knowledge of target charac-
teristics. On the other hand, for the purpose of our
experiment, the vergence control above mentioned is
sufficient (and less computationally expensive) to de-
rive consistent angular information relative to fixation
point. When the target is foveated in each eye, the
depth is calculated with Eq. (4). At the next stage,
using the pure kinematic relations derived in Section
3.1, the gains of the inertially driven response can be
adapted “on the fly” to the necessary requirements.
A stimulus of constant amplitude and frequency (17◦
per second and 0.3 Hz) is used to impose sinusoidal
rotational movements to the head. Stabilization per-
formance is evaluated by means of the retinal error
(in pixels) and of the ROF at a sampling interval of
80 ms. Figs. 14 and 15 show, respectively, the retinal
error and the ROF for the “non-compensated” and
the “compensated” case. The top curves of Fig. 14
describe the error without compensatory response.
Note that when fixation distance is 50 cm, the error

Fig. 14. Retinal error measured during head rotational movements.
Upper curves measure error in the “non-compensated” case; lower
curves represent error in the “adaptive compensation” case.

Fig. 15. Optic flow measured during head rotational move-
ments. Upper curves: “non-compensated” case. Lower curves:
“adaptive-compensation” case.

is approximately 24 pixels; for a fixation distance of
280 cm, it reduces to 18 pixels. On the other hand, in
the compensated case (same figure, bottom curves)
the error remains almost constant when fixation dis-
tance changes from 280 to 50 cm. These results prove
that the adaptive tuning of the inertial loop is suc-
cessful. The values of the adaptive gains derived
autonomously by the system on the basis of vergence
control are shown in Fig. 16. The second index of
performance, the ROF, is shown in Fig. 15. Note that
flow amplitude for fixation distance of 50 cm reduces
from 4.5 pixels/frame to about 1.5 pixels/frame in the
“compensated case”. Furthermore, in the “compen-
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Fig. 16. Adaptive gainGVORr computed autonomously by the
system on the basis of control of vergence.

sated case” the variability of ROF within the whole
fixation range (i.e. 50–280 cm) is smaller than in the
non-compensated case. A sequence of frames ac-
quired in the adaptive (left) and non-adaptive (right)
stabilized conditions during this experiment is shown
in Fig. 17.

5.4. Gaze stabilization during eye–head movements

This section describes the role of inertial informa-
tion during gaze redirections. In particular, it focuses
on fast, coordinated robot eye–head movements gen-
erated to foveate targets appearing at eccentric posi-
tions. The results show that when the inertial informa-
tion is used the robot behavior is characterized by a
faster fixation and a smaller overshoot of the target.

In a series of repeated trials a target is presented
to the robot in a fronto-parallel plane at a distance
of 100 cm. Three eccentric positions are chosen, re-
spectively, at 5, 10 and 15◦ eccentricity. These eccen-
tricity values represent a reasonable sampling of the
robot visual field given the focal length of the cameras
(7.5 mm). The movement of the eyes is programmed
in retino topic coordinates by transforming image co-
ordinates in motor commands through two look-up
tables (LUTs), one for each eye. The look-up tables
are filled before the experiment by using a calibration
procedure. At the same time a (one-shot) head com-
mand is generated taking into account the programmed
eye positions at the end of the saccade. Also the head
commands are stored in a look-up table. The initial

saccadic movement of the eye is open-loop and lasts
4 cycles (the eyes acceleration is set to 50◦/s2, sac-
cade is performed in 4∗ 30 = 120 ms interval). When
the saccadic movement is over, the control of the eye
movements is switched to closed-loop. Eye movement
is controlled on the basis of color information. The
head (i.e. the common pan axis of the cameras) fol-
lows the eyes to re-establish a symmetric eye/head
configuration using a PID controller. The error signal
driving the common pan axis loop codes the relative
orientation of the eyes with respect to the head. The
head maximum acceleration is set to 10◦/s2.

The stabilization performance is measured quanti-
tatively in two cases: (a) the inertial information is
used by the robot to generate compensatory eye move-
ments, and (b) the inertial information is not used.
The performance measurements is obtained in terms
of: (1) the target overshoot, i.e. the transients target
position error after the saccadic part of the eye control
is completed, and (2) the time interval required for ISI
to fall below the given threshold. In particular, over-
shoot is computed as the difference between the min-
imal retinal error and the maximal retinal error after
the saccadic movement. The threshold for the ISI in-
dex was experimentally established to be 0.3. In fact,
when ISI falls below this value processing of image
feature and extraction of dynamic parameters lead to
accurate and robust measurement (see optic flow,
Appendix A.2, range and accuracy measurement).

Fig. 18 shows the dynamic trajectories of eye–head
coordinated movement for a saccade performed at 15◦
angular eccentricity. On the left side, the measure-
ments are obtained when inertial information is used.
On the right side, the same measurements are derived
when inertial information is not considered. From top
to bottom, the trajectories represent: the left eye move-
ment (θe), the head movement (θh), the angular veloc-
ity measured by the inertial system, the corresponding
gaze angle (g = θh + θe). Fig. 19 shows the target
position and the ISI index measured during the same
experiment. The comparison of the data in Fig. 19
shows that: (i) in the “compensated” case (left), the
overshoot of the target is smaller than 12 pixels (see
the difference between the marks “*” and “+” around
the time unit 15); in the “non-compensated” case the
overshoot becomes as large as 25 pixels; (ii) the ISI
index becomes smaller than the required threshold ear-
lier in time (at about time unit 17 versus 27 in the
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Fig. 17. Left image of stereo pairs acquired during the binocular stabilization experiment. The nose of the clown represents the target to
be tracked by color processing.Left: images of the adaptive compensated camera.Right: images of the non-adaptive compensated camera.
In the latter case, note the relative larger error in tracking the target feature. The space-variant images processed by the robot are shown
here remapped in Cartesian coordinates.

“non-compensated” case). These measurements have
been performed several times (N = 6) and for differ-
ent saccade amplitudes, namely 5, 10, 15◦ eccentricity.
Data have been averaged and standard deviation com-
puted. Fig. 20 summarize the results. The overshoot

for the “compensated” case is always smaller than the
corresponding “non-compensated” case (see Fig. 20,
left). At the same time, the stabilization interval re-
quired for the ISI to fall below the robust threshold
in the “compensated” case is considerably smaller. In
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Fig. 18. Position and velocity information during two gaze redirection experiments. From top to bottom: the left eye position, the
head position, the inertial sensor output and the gaze position.Left: the head velocity sensed by the inertial sensor is used to generate
compensatory eye movements. The end of the saccadic part of the eye movement is marked with a “*” symbol.Right: inertial information
is not used to generate compensatory eye movements.

Fig. 19. Visual parameters computed during gaze redirection.Top: target retinal error. The overshoot is measured as the difference between
the minimum (“*” symbol) and the maximum retinal error (“+” symbol) after the saccade.Bottom: image stabilization index (ISI). The
time interval required for the ISI to fall below a stable threshold of 0.3 is delimited by two “*” symbols.
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Fig. 20. Parameters measuring stabilization performance during coordinated eye–head movement.Left: retinal error overshoot: the inertial
and the non-inertial case.Right: time interval required for the ISI to fall below the 0.3 threshold.

general the data shows that the use of inertial infor-
mation in gaze redirection strategies leads to two im-
portant advantages: (1) an earlier stable image of the
new spotted location and (2) simpler motor control
strategies for gaze-line redirection involving coordi-
nated eye–head movements.

6. Discussion

The theoretical and experimental data presented in
this paper are aimed at demonstrating the following
issues: (i) correct/accurate oculo-motor response for
gaze stabilization (i.e. eye velocity,GVOR) depends on
geometrical parameters of the eye–head system and
distance of fixation point; (ii) the fixation distance has
important consequences for both rotational and trans-
lational head movements; (iii) the use of inertial infor-
mation facilitates the visual processing; (iv) an adap-
tive tuning of the compensatory oculo-motor response
can further reduce the visual processing requirements;
(v) the use of inertial information in gaze redirection
strategies increases stabilization performance in dy-
namic contexts and simplifies coordinated eye–head
motor control.

An important point worth stressing is the difference
in latency of the two “sensory” systems. Latencies de-
pend on the amount of sensor-generated data (much
larger in the case of visual sensors) to the computa-

tional complexity of algorithms used to extract use-
ful sensory cues, and to the available hardware. Iner-
tial data are quantitatively some orders of magnitude
less than visual data. As an example, think of a robot
sampling three rotational and three linear accelerom-
eters at 1000 Hz (which is certainly much more than
what the human visual system does) and acquiring
and processing stereo images at 25 Hz. The amount
of inertial data that needs to be processed per second
is almost negligible with respect to the amount of vi-
sual data that need to be processed for reliable optical
flow estimation. As a direct consequence, gaze stabi-
lization based on visuo-inertial sensory information is
more responsive: the number of sensorial sources is
increased, but to some extent, the computational re-
sources required are optimized, and as a whole, re-
duced. Furthermore, the inertial data do not depend
on visual processing (and vice versa) and their inte-
gration does indeed add a completely new and inde-
pendent data source. This is particularly true in case
of external disturbances where even the propriocep-
tive information measuring head rotation is not rele-
vant. In this case inertial information seems the only
source of extra-retinal signals and a powerful tool to
increase the overall performance of the system. As re-
gards the image processing for retinal slip estimation,
algorithms adopted for optical flow calculation do in-
deed have a limited range of image velocities that can
be reliably measured. Consequently, pure visual stabi-
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lization performance is bounded. Whatever this range
is, inertial stabilization improves the performance of
the system.

An additional important point has been demon-
strated in the binocular stabilization experiment.
Binocular vision systems can be more efficient in
gaze stabilization in at least two senses: (i) If a robust
control of vergence exists, they can derive consistent
depth information and use it to tune the eye compen-
satory movements. This in turn enables the system
to obtain more stable images during translation and
rotations at different fixation distances. (ii) Moreover,
a binocular system can exploit binocular constrains
(like the horopter) to perform motion analysis limited
to the visual area which is interesting to stabilize, i.e.
the fixation plane (i.e. the plane in space correspond-
ing to intersection of the optical axes, also known as
zero disparity plane).

Finally, the experiment on the coordinated eye–head
movements has shown the following three main
points: first, fixation over-shoot produced by the head
movement is considerably reduced. Second, earlier
stable fixation of the new spotted location (or target)
is obtained. In this regard it is worth noting that algo-
rithms for motion estimation need at least a few stable
frames to compute motion parameters consistently.
Therefore, the earlier the images are stable, the sooner
the “visual functions” of the robot are re-established.
This, in turn, increases the robot’s reactive behavior
to sudden changes occurring at the new spotted loca-
tion. Third, motor control strategies for coordinated
eye–head movements to eccentric targets can be sim-
plified. It is not surprising that biological systems
exploit such strategies to increase efficiency of stabi-
lization and to simplify “neural control” of the motor
plant during gaze redirection [26]. Further work will
concentrate on improving the response of the linear
module and on integrating it into the adaptive control
scheme.

Appendix A

A.1. Angular velocity of the eye

Consider Fig. 4 where two vectors, namelyvvvg
and vvvb, indicate for the left eye, respectively, the

line-of-sight (i.e. the vector connecting the eye posi-
tion E with the gaze pointP) and the semi-baseline
orientation (i.e. the vector connecting eye positionE
and the mid-baseline pointB). The instantaneous eye
angleθe can be expressed according to the following:

θe = arctan

(
vvvb × vvvg

vvvb · vvvg

)
. (A.1)

Substituting the vector symbols with their expression
in terms ofa, b, d, θh and constraining gaze points to
theZ axis, we get

vvvg=
(

1
2b cosθh−a sinθh, d−

(
a cosθh+1

2b sinθh

))
,

(A.2)

vvvb =
(

1
2b cosθh, −1

2b sinθh

)
, (A.3)

θe = arctan

(
2(a − d cosθh)

b − 2d sinθh

)
. (A.4)

Differentiating Eq. (A.4) with respect to time and
introducing the two auxiliary expressionsZl =
(a cosθh + 1

2b sinθh) andZr = (a cosθh − 1
2b) sinθh)

representing, respectively, theZ-coordinates of the
left and right eye, we have

ωl =
[

d(d − Zl)

d2 − 2dZl + (a2 + 1
4b2)

]
ωh (A.5)

for the left eye and

ωr =
[

d(d − Zr)

d2 − 2dZr + (a2 + 1
4b2)

]
ωh (A.6)

for the right eye. Eq. (A.5) can also be rewritten as

ωl =
[

1 + dZl − (a2 + 1
4b2)

d2 − 2dZl + (a2 + 1
4b2)

]
ωh, (A.7)

in which the inverse dependence upon distanced is
made more explicit.

A.2. Optic flow: Range and accuracy measurements

For the purpose of our measurements a first-order
approximation (i.e. affine model) of the optic flow is
sufficient and easier to compute than local optic flow
[21]. The technique applied to the space-variant image
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Fig. A.1. Range and accuracy of the optic flow horizontal com-
ponentu0 as measured by our algorithm: saturation effect (left),
and image stabilization index (right). An ISI value above the 0.3
threshold indicates the beginning of the saturation process in the
optic flow measurement.

framework is detailed in [9] and revised in [33]. Since
we are going to use this motion estimation technique
to evaluate the performance of the stabilization con-
trol, it is important to know quantitatively the range
and the accuracy of the first-order optic flow estimates.
In particular we are interested in theu0 horizontal
component of optic flow. We have derived this infor-
mation experimentally by repetitive measurements: a
camera fixed on top of a controllable slide is repeti-
tively translated backward and forward at constant ve-
locity, while theu0 estimates are collected. The cam-
era is moving in front of a textured flat surface, 245 cm
distant, along a fronto-parallel trajectory. At the end
of each back-and-forth motion sequence, the velocity
of the slide is increased. The range of translation ve-
locities is between 1 cm/s and more than 20 cm/s. Fig.
A.1 shows theu0 component (left-side) and the image
stabilization index (ISI) (right-side) as a function of
translation velocity. The mean value and the standard
deviation are plotted for each experiment. The data
show a good behavior of theu0 estimate for transla-
tion velocities up to 17 cm/s. For higher translation ve-
locities (more than 20 cm/s) theu0 estimate saturates.
These recordings, once again, emphasize in a quanti-
tative way that for a given amount of computational

resources, visual information alone can be used reli-
ably only within the “good range” of measurements,
i.e. up to the point where a “saturation effect” starts
corrupting the accuracy and robustness of the visual
measurement process. In Section 6, this point is fur-
ther elaborated.
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