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Abstract

The appearance on the market of entertainment robots for children and families has ipso facto created the new category
of motivation-based robots. A taxonomy of the architectures of different robot categories is proposed. The architecture of
motivation-based robots is phylogenetic and ontogenetic. A tentative architecture for a specific experimental setup is described.
The results of the experiment show that a new motivation arises from the interaction between the robot and the environment.
Motivation-based robots equipped with ontogenetic architecture might provide the foundation for a new generation of robots

capable of ontogenetic development.
© 2004 Published by Elsevier B.V.

Keywords: Associative learning; Development; Entertainment robots; Behaviour-based robots; Motivation-based robots

1. Introduction a specific environment. Robots that go through a series
of development phases (real or simulated from tods
Manufacturers design entertainment robots capable dler, to child, to adult) appeal to consumers. Moreovesy
of interacting with humans. This interaction occurs at robots must show emotions like happiness, sadness,
several levels: from the selection of a set of in-built anger and surprise, in different degrees. Entertainment
behaviours to the capability of being independent and robots must be curious and must be able to explore their
acting on its own. Entertainment robots learn actions surroundings on their own: these robots develop in res
through touch sensors, switches and voice recognition lation to their personal history. We define this class of
modules. The most sophisticated robots are said to de-robots as motivation-based robots because they aimaat
velop unique personalities through the interaction with re-creating the motivational structure of biological be=s
ings. The time has now come to move from behaviours
based robotfl] to motivation-based robof2—4]. 38
Recently, in neuroscience and robotics, the prob
fax: +39 010 353 2948. RN . lem of what motivation is has been investigated in thes
E-mail addressesnanzotti@dist.unige.it (R. Manzotti), .
vincenzo@dist.unige.it (V. Tagliasco). more general framework of what a subjediis]. We «

* Corresponding author. Tel.: +39 010 353 2817/3478257675;

0921-8890/$ — see front matter © 2004 Published by Elsevier B.V.
doi:10.1016/j.robot.2004.10.004
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propose an engineering approach to create motivationsperiences modify both his/her behaviour(s) and his/hes
in robots that does not require such a broad frame- criteria. o1
work. Behaviour-based robots make use of fixed “mo- From the previous example, it is clear that there.
tivations” hardwired in their structure at design time is a difference between motivation-based beings and
[7-9]. Even systems that are capable of learning new behaviour-based beings. In the next paragraph this dif-
behaviours must pursue a target of some kind pro- ference will be described in detail and a candidate ass
grammed at design time; for instance, if a robot has chitecture for artificial beings will be proposed. %
to learn to reach a given target with its arm, it will learn A mallard duckling before its imprinting process has»
to move according to a predefined “motivation”. On no idea of the visual appearance of its mother; howeves,
the contrary, the motivation-based robots must be able since the bird sees its mother under favourable condis
to perform actions driven by motivations which they tions, it develops a strong motivation to see the mothes
did not possess at design time, but which they have duck again. Before the imprinting there was no interest

developed by interacting with the environment.

For instance, an “intelligent” electronic device like
a last-generation digital photo camera performs a long
list of “intelligent” tasks: it selects the best program
depending on the light, it applies a complex procedure
for each program in order to select the right exposure,
the right focus and a long list of related parameters. It
modifies its behaviour on the basis of the environmen-
tal conditions in order to optimise the end result. Yet,
notwithstanding what has been stored in its internal
memory during a long journey, its behaviour does not

whatsoever for that kind of visual object, but immedizo:
ately afterwards, the mallard duckling tries to keep the:
image of its mother inside its visual field. The motios
vation is ‘to have the mother’s image inside the visuais
field’. All its following actions are performed in order s
to make this event occur as frequently as possible.f
that particular mother-bird had not shown itself to thes
mallard duckling, the newborn bird would not have derws
veloped any interest in it. If a different image had beem
shown instead of the real mother, let us say the face @f
Konrad Lorenz, the newborn bird would have tried ta:

change. No external event can modify its internal proce- maximize the event ‘to have the face of Konrad Lorenis
dures as they were originally designed. Alternatively, inside the visual field’. More complex behavioural patr.s
if a 3-year-old child came on the same long journey, terns are based on the same concept of repetition ofan
s/he would change. The events that happened to/aroundccurred event (motivation). Peter had a nice evening
him/her would change not just his/lher memory but also with Susan so he invites her again in order to repeat
his/her future development, his/her internal criteriaand the pleasant experience. Mary had a pleasant time:in

the way in which future events will modify him/her. On  Venice and so she plans a new holiday there. 119
an intermediate level between the 3-year-old child and
the camera, there are classic artificial neural network
implementations, such as speech recogniser programs2. Architectures for building robots: a 120
They are clever devices; they recognize normal speechtaxonomy 121

pronounced by an average male or female voice. They

store individuals’ voices and modify their internal pa- Not all the motivations of biological systems are..

rameters in order to learn how to improve their perfor- fixed at birth: they only possess a very limited, survivaks

mance. In this respect they are better than the camera:driven, built-in set of motivations. As they grow and..

what happens to them maodifies their behaviour. If we develop, biological systems continuously generate new
take two different instances of speech recogniser pro- motivations on the basis of two separate factors: theik

grams used by two different individuals, they are dif- genetic background and their past experience. Both are
ferent: each is specialized on its owner’s voice. On the necessary in order to select a particular motivation. Be

other hand, if we take two cameras used by two different mallard duckling does not have the motivation to folxs

photographers, they are exactly the same. Even classidow its genetic mother. Yet, via its genetic backgroundso

artificial neural networks are lacking something: their the bird possesses the capability of choosing a bird and
goals remain the same. Independently of their experi- selecting it as a motivation. That particular bird (hopes:

ences they do not change their goals. On the other hand fully its mother) will become the motivation that will 133

the 3-year-old child develops new goals atany time. Ex- control the learning of the bird. 134
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The behaviour of behaviour-based artificial struc-

tures depends on experience and motivations (goals)
defined elsewhere at design tifie?]. In complex bio-

logical systems, behaviour still depends on experience (a)

and motivations; yet, motivations are not fixed. Mo-

tivations are the result of the interaction between ex- ( )
perience and a limited number of hardwired instincts HOW
(the ones provided by genes). In many complex bio- i
logical systems, it is possible to distinguish between

phylogenetic aspects and ontogenetic ones, nature ver

sus nurturd10-12] In general, phylogeny refers to Input-Output

those processes that produce new structures (genes ~—

bodily features, behaviours, instincts) in a time scale (b)

larger than that of single individuals. On the contrary, Y N
ontogeny is limited to the life span of single individu- WHAT
als[10]. Furthermore, ontogeny can be driven by the ( \

phylogenetic repository (genes or instincts) or by the i
unpredictable contingencies of the environment. Here

we endorse the view that is necessary to distinguish HOW
between goals which are determined before the actual (_’
development of an agent or subject, and those goals :

which are specified after the birth of the agent. We will
call the former instincts and the latter motivations. The | perception Input-Output Y 5|  Action
objective of this paper is to illustrate a simple set of

procedures which produce motivations during devel- (c)
opment, as in the case of the imprinting procedure of
birds. Fig. 1. Three possible architectures. In the first case (top)Wwb#t

. . . . . - andhowthe system does is defined a priori; in the second case (mid-
Is it possible to implementinstincts and motivations dle) the system modifidsowit behaves but naivhatit is doing; in

in an artificial S_yStem? We propose a taxonomy of ar- e last case (bottom) the system modifies batatandhowit does.
chitectures: a fixed control architecture, a learning ar-

chitecture and an ontogenetic architectufig( 1). In
the first caseRig. 1a), the system has no capability of
modifying how it does what it does. There is a simple tivation Maker module sets the goals that have to be

4

Decision Maker module, which take the input signal Pursued by the Rule Maker module. 184
and produces the output on the basis of some a pri-
ori hard-wired module. Examples of this structure are 2.1. Fixed control architecture 185
simple control devices or machine automata. Inthe sec-
ond casekKig. 1b), the system is capable of modifying In this case, the causal structure of the system s

its behaviour to fulfil some a priori target. The system fixed (sed-ig. 1a). There is no ontogenesis whatsoeves:
is capable of modifyindnowit behaves. The Decision  Notwithstanding the behavioural complexity of the sysss
Maker module is flanked by a Rule Maker module. The tem, everything happens because it has been previously
Rule Maker module can modify the a priori rules con- coded withinthe system structure. A mechanical deviece
tained in the Decision Maker module on the basis of and a complex software agent are not different in this
a priori hard-wired criteria. Examples of this structure respect: both are pre-programmed in what they must
are reinforcement learning or supervised learning arti- achieve and how they must achieve it. Nothing in theiss
ficial neural networks. In the third casEig. 1c), the structure is caused by their experiences. Suitable ex-
system is capable of modifying not onhow it does amples of this category are Tolam’s artificial sow bugs
what it does, but also to definehatit does. The Mo- [13], Braitenberg’s thinking vehicldd 4], Brooks’ ar- 1
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tificial insects[15,16]and recent entertainment robots 3. A motivation-based architecture 201
like Sony’s AIBO and Honda’s humanoid ASIMO.
The proposed architecture is ontogenetic according
2.2. Learning architecture to the previously defined taxonomy. The underlyings
idea is to have a physical structure (that implemenis
A different level of structural dependency with the the proposed architecture), which is activated by ins
environment is provided by the architectures that can coming events and develops motivations on this basis.
learnhowto perform a task (sekig. 1b). Behaviour- The proposed architecture makes use of elementary as-
based robots can be classified in this category. Systemssociative processes, simple Hebbian learning and case-
based on artificial neural networks are well-known ex- based reasoning. 219
amples of this kind of architecture. These systems de-  The architecture receives an incoming stimulus and
termine how to get a given result once they have been produces a signal (Relevant Signal) which depends ean
provided with a specific motivation. The motivation the value the system gives to the incoming stimulus:
can be given either as a series of examples of correctFor instance, if the incoming stimulus corresponds te:
behaviour (supervised learning) or as a simple evalu- the mother’s face, the system will produce a strong:
ation of the global performance of the system (rein- Relevant Signal. If the incoming stimulus corresponds:
forcement learningj17,18] In both cases some kind toadull grey object, the Relevant Signal will be weakesss
of learning is applied. These systems lack the capa- The architecture is made of three main modules:
bility of creating new motivations. By controlling its  the Category Module that is basically a pattern classks
motors a behaviour-based robot can learn how to nav- fier; the Phylogenetic Module that contains gheriori  2se
igate avoiding static and dynamic obstacles. However criteria; the Ontogenetic Module that applies Hebbiam
the motivation behind this task is defined by thpri- learning and develops new criteria by using the patterns
ori design of the system. There are several examplesstored in the Category Module. The incoming stimukbe:
of this kind of learning agent: Babybot at LIRA-Lab are stored in the Category Module on the basis of the

[19,20] Cog at MIT[7,21]. Relevant Signal coming from the Phylogenetic Mockss
ule and the Ontogenetic Module. At the beginning, thes
2.3. Ontogenetic architecture Relevant Signal depends on those properties of the is-

coming signals that are selected by the Phylogenetic
A system that learns bothow to perform a given Module. Subsequently, the Relevant Signal is flanked
task andvhattask must be performed, corresponds to by the new signals coming from the Ontogenetic Modss
an ontogenetic architecture (seg. 1c). This is the ule. 270
case for most, if not all mammals; it is true for pri- The architecture is aimed at mimicking the devebn
mates and for human beings. They are systems capablepment of motivations in human beings. For instance;
of developing new motivations that do not belong to a human develops an interest for cars even if nothing
their genetic background. In the field of artificial sys- in his/her phylogenetic code is explicitly directed tozz
tems there has been a series of attempts to address thisvards cars. On the contrary, an insect cannot develgp
problem[22-25]as well as attempts to locate similar new motivations but must follow its genetic blueprintizs
structures in the cortical architecture of hum§eg]. it has no ontogenetic development. One of the issues.of
For their development, these systems depend more onthis architecture is to explicitly divide the ontogenetiezs
the environment than the previous two categories. A part from the phylogenetic part. 279
system belonging to the first category does not depend
on the environment for what it does or for how it does 3.1. Category Module 280
what it does. A system belonging to the second cate-
gory does depend on the environment for how it does  The category module has the role of grouping is:
what it does, but not for what it does, which is phyloge- clusters, classes and categories of stimuli coming from
netically determined. A system belonging to the third the external events. A discrete flow of incoming sigss
and last category depends on the environment both for nals is the input of the category module. No hypothesis
what and for how it does what it does. is required for their timing; no hypothesis is requireeks
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Primary Input s(t) Category Category Module c(t)
Module

™)

External >
events Relevant
Phylogenetic signal Rph(t) Ontogenetic signal Ron(t) Sig nal R (l')

Secondary . .
In Phylogenetic Ontogenetic
put
s Module Module

(PM) (OM)

Fig. 2. A scheme for a motivation-based architecture.

for their nature. These signals could be of any kind There is no unique way to determine the distance funas
(chunks of auditory signals, visual images, filtered vi- tionsdc (d¢ : (" x D) — R, D cluster domain) be- =u
sualimages). Each signal is represented by avéctor  tween a vector and a cluster. The process apdating =
real numberss(e :1"). CM creates a series of clusters  requires the definition of two thresholds: one to defings
Ci grouping classes of stimuli where each clusieis the minimum distance from clusten¢d and another s
a set of stored stimuli. to define the maximum distance from a clustdc@). s
The process of cluster definitionisbased onaninter- ~ The CM tunes its activity on the basis of the Rels:s
nally built-in criteria for clustering and on the presence evant Signal. As shown iRig. 3, the Relevant Signal =
of a Relevant Signal (se€ig. 2. (R(1)) is the sum of two different signals: the Relevants
Whenever an incoming signal is received, a Cat- Ontogenetic SignaRon(t)) and the Relevant Phyloge-aus
egories Vectorc, which is the output of the CM, is  netic Signal Ron(t)), according to 320
computed. The Categories Vector contains as many el-
ements as the clusters inside the CM at the time in R() = Max(Ron(t), Rph(7)). 321

which the incoming signal is analysed; the elements ¢34 only ifthe Relevant Signal is active, every time:.
of ¢ provide an indication of which cluster best repre- 4 signal is received, the CM performs the followingss
sents the current stimulus. Tt element; is equal actions:

to the normalized difference between the maximum . . . o
possible distance, usually 1, and the actual distance (i) If the stimulus is too similar to the already stored:s

324

dc (which will be explained below in this paragraph) stimuli, do nothing {c(s, Ci) < mcd). a2

between the incoming signaland the cluste€;. In (i) If the stimulus is sufficiently similar to one of the s

this way, the element; with the greatest value corre- previously created clustersntd < dc(s, Ci) < =

sponds to the clust&; that best matches the incoming Mcd), the stimulus is added to that cluster. 329

signal: (i) If the stimulus is not sufficiently similar to any of s

the stimuli already stored, a new cluster is created

1—dc(s, Cr) (dc(s, C;) > Mcd). 332

. 1—dc(s, C2) By storing a stimulus only if the Relevant Signal isss
¢= . : active, the system does not assign new resources for

: every incoming signal (the first rule is useful to avoidss

1—dc(s, Cy) to store equivalent stimuli). 336
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@

®
®

®

®

Fig. 3. Timing of operations.

3.2. Phylogenetic Module to select correct actions (for instance those actions that
maximize the presence of the interesting stimuli). s
The Relevant Phylogenetic Signdyn(t) is pro- The performance of the Phylogenetic Module is iness

duced by the Phylogenetic Module (PHig. 2). This plemented by the functiotfphyiogenetic: 3" — [0, 1] s
module is the only one that has some built-in criteria applied to the inpu¥(¢) that is a signal from which it s
concerning the relevant properties of the incoming sig- is possible to know if something relevant is happenings
nal (for instance, the structure of the Category Module The signals’(r) comes from the external environmentsss
does not present any similar feature). Functionally, it For instance it could be a verbal approval for a specifie
has the same role as the genetic instincts in biological event; or it could be a reward/punishment following &o
systems. It is similar to saliency systems or attention behaviour. The resulting output is: s
mechanismf27]: it selects which stimuli are worth the
attention of the system. A Phylogenetic Module works
in two different ways: (i) it autonomously produces a
signal on the basis of some internal criteria; (ii) it pro-
duces a signal on the basis of some external events. In A system could contain one phylogenetic functioss
the second case the PM needs some kind of elementaryfor each kind of event the designers want the system
capability in order to recognize particular occurrences to react to. For instance, there could be a function te
of events in the external environment (the presence of detect the presence of round-shaped objects (a prote-
the mother, the presence of soft or brightly coloured type for faces), a function to detect the presence of
objects). objects with highly saturated colours and a function tes
For instance, a baby looks with more curiosity at detect the presence of moving objects. At every instant
brightly coloured objects than at dull colourless ob- there could more than one function to signal that somes
jects, independently of any past experience. This be- thing interesting is going on: more than dpgiogenetic 1
haviour requires the existence of a hardwired function function can be evaluated. The output of the Phyloge-
looking for a relevant property of images (saturated netic Module is the maximum among the outputs of thes
colours). This module provides criteria that can be used different fphyiogeneticfunctions whose input is always s

Rph(1) = fphylogeneti&}/(f))- 372
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5 (2): output of the CM to propagate further. If theare pos- 27
. e ; . itive, the corresponding; contribute to the Relevant s
Ron()= fonylogenetiés (1))= i:Tii,),(m(f phylogenetié$ (1)), Signal. Since the; represent the stored categories ags
quired during the experiences of the system,RBgiS 0

wherem is the number of kinds of events which the
system is capable of reacting to from the beginning. So

m is the number of elementary instincts (each corre- . . :
. . : inforcement signaRyn(t), which depends only on the s
sponding to a separate phylogenetic function) that the ; : :
actual experiences of the system (i.e. on the received

system possesses. It is important to outline that (i) the .

Phylogenetic Module is incapable of adaptability and mepr:Jett?(I:gSnialr?;I ';gga';(g ilts d(;e:lii/eedstfr; grlrﬁrl]eevggttuirgg e
that (ii) the Phylogenetic Functions might be very sim- 9 9 pa-

; ) . . riences of the system. It is the result of the developmeant
ple because their role is to orient the attention of the M o i . .
. . : . ofanindividual system and its history; hence it pertains:
CM towards certain classes of objects, albeit making .
mistakes to its ontogeny. 439

. . The vectorg is the result of a Hebbian learningao
Inamultisensory system, each sensory modality can . . . .
) . . implementation with respect to the simultaneous oea
be used as an alternative source of information for an-

other sensory modality. In real biological systems, there currence of S|_gnal_sh(t), c(n)); learning happens when.:.
. . . . ; h(t) andc;(t) fire simultaneously. The value of ap- s
are plenty of sources of information (like pain, skin re-

ceptos tactle iomaon) hat can be he ) D10See e e Sgrsbarecanponert
of the PM. The same sensory modality can be the input AP :

both for the PM and for the CM. If this happens, it is following:
possible to assume that

§'(r) = 5(). 8i = ;arﬂan( / (h(7) - ci(r))? df) : wr

fo

the result of the ontogenetic development. 431
The result of the architecture is to produce a hew re-

If the system were composed of just the PM and
the CM, the system would be a reinforcement learning
system.

whereg € [0, 1] can be used to tune the speed of learns
ing. The element; (t) corresponds to thigh elements of s
the output of the CM, ankkt) is the signal that controls sso
the performance of the Ontogenetic Module. 451
Four different choices are possible fut): (i) h(t) s
is set to equal a positive constant; {i(f) is an a priori s
time variant function; (iih(t) is set to equal the output 4s
ofthe PM (:(¢) = Rpn(1)); (iv) h(t) is connected to some sss
independent sources of signals that are linked to the
environment. 457
In the first case, sinch(t) is a constant, eac) is s
proportional to how much the corresponding categoey
has been represented in the input stimiéluBhe more 0

frequent and the more intensely a category matches the
input, the greater its effect on the Relevant Ontogenetie
Signal will be. 463
In the second casé(t) varies in time according to s
an a priori time variant function. Eadly will corre- s

spond to those categories that are representative of the
input during those periods in whidit) is larger. For .
Ron(t) = max (gi - ci). Q) instance,h(t) might be high in an initial period and sss
i=Lon then it might vanish: the Ontogenetic Module will acxes

The g; have the role of gates (hence the use of the cept only those categories that are representative of the
letter g) in order to let or to prevent the effect of the input during the initial period. an

3.3. Ontogenetic Module

Whereas the Phylogenetic Module has built-in cri-
teria about the nature and the relevant properties of the
incoming signal, the Ontogenetic Module selects new
criteria on the basis of experience. Functionally it has
the same role as the acquired ontogenetic criteria in
biological systems.

The Ontogenetic Module acts as a gate for the
incoming output of the CM(z). The gating proce-
dure is implemented by means of an internal vector
2 =(g1,...,gy)" which has the same number of ele-
ments as the clusters in CM.is contained inside the
Ontogenetic Module. The output of the OM is com-
puted as the maximum among the elemaptimes
the elements; of the CM:
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In the third case/(r) = Rpn(?)), in an early stage,  Relevant Signal that is sent to the Category Modulg
eachg; will be representative of those categories that and to the output (5). Only at this stage the Categosy
occur at the same time as the activations of the Phylo- Module modifies its clusters on the basis of both the
genetic Functions. Eventually, there can be a drift from incoming stimuli and the Relevant Signal. If the Ontos:s
the categories selected by Phylogenetic Functions to genetic Module were not active, the architecture woulg
the new categories selected by the Ontogenetic Func-stop its development and become a pure feed forwase

tions. network. 521
In the fourth caseh(t) is assigned to a separate
source of signals; different sensor modalities can be
associated. For instance, the incoming signalight
be visual, whileh(t) might be the result of the tactile 4. Experimental results: the emergence of 522
motivations 523

sensory modality. As a result, thgg would be higher
when the two different sensory modalities are simulta-
neously present. To test the architecture, an experiment was cas
The OM produces a new reinforcement signals that fied on in which a robot embodying the proposess
are indirectly related to the phylogenetic structure of Mmotivation-based architecture develops a new motivas
the system. The interaction between the OM and the tion on the basis of its own experiences. In the expes
CM generates a new set of functions, which are the iment, an incoming class of visual stimuli (not codeéts
ontogenetic equivajent of the phy]ogenetic functions: inside the architecture) produceS a modification in the
. system’s behaviour differently from what happens igo
f(l)ntogenetiég) = gi()(1 — dc(s, C)). behaviour-based robots. In behaviour-based robots the
At each transition between different behaviours elicited by a.
motivation is defined by the designer and does net
depend on a newly produced self-motivation. By inss.
teracting with the environment, the system adds sa
new motivation that changes not oilgw (behaviour) s
but alsowhat (motivation at the basis of behaviour)ss
the system is doing. The system has, in this pres
liminary experiment, a single behaviour: directing oz
not its gaze towards objects. This behaviour is neb
what is learned by the architecture; it is used by tha
architecture to show the effects of its new motivas.
tion. 543
A series of different shapes associated with colouss

instant, the ontogenetic functions

émogenetig}) compute the relevant ontogenetic signal.
Their form depends on the information stored in ghe
and in theC;, which is the result of the past history of
the system. We can rewrite E@.) as follows:

Ron(t) = o1

=1,...,

max (f(3(r)) = fontogeneti€S(r)).

i=1,....n

3.4. How the architecture works

The main goal of the architecture is to create a struc-
ture that can be changed completely by its own expe-
riences. In the architecture there is a clear-cut division
between the phylogenetic part (the a priori section) and

were presented to the robot. The system is equipped
with a phylogenetic motivation that is aimed at veryas
coloured objects; a colourless stimulus, independently
of the shape, does not elicit any response. Since the

system has an ontogenetic module it develops further
the environment. motivations directed towards classes of stimuli diffefso

As it is possible to see iRig. 3, the timing of op- ent from those relevant for its phylogenetic modules:
erations is the following. First the incoming stimulus  After a period of interaction with the visual environ-ss
(1) is compared to each cluster of stored vectors (2) ment (constituted by a series of elementary coloured
and, as a result, the output vector is computed on the Shapes), the robot is motivated by colourless shapes
basis of the current structure of the network (3). Then also. The system shows the capability to develop a me-
the Ontogenetic Signal is computed by the Ontoge- tivation (by directing its gaze towards the stimulus) thats
netic Module (4). Finally, the Ontogenetic Signal is Was not envisaged at design time and that is the resat
combined with the Phylogenetic Signal to produce the Of the ontogenetic development. ss8

the ontogenetic part produced by the interaction with

ROBOT 1197 1-16



559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

DTD 5

R. Manzotti, V. Tagliasco / Robotics and Autonomous Systems xxx (2004) XXX—XXX 9

(a) n

(©)

Fig. 4. The Cartesian (upper row) and log-polar (lower row) images for a cross (a), a wave (b), and a star (c).

4.1. Robotic setup

A robotic head with four degrees of free-
dom has been adopted as robotic setup. We
used the EuroHead developed for navigation (Pan:
range =48, velocity=73/s, acceleration=160(s,
resolution =0.007%, Tilt: range =60, velocity =73/s,
acceleration = 210@s, resolution =0.00% [28]. How-
ever, we only used two degrees of freedom of the head
since, for the purpose, of this experiment only a point-

ing device was needed. Robots characterized by more

sophisticated morphologies could have been used to
perform more complex tasks. However, in this prelim-
inary stage of research, an exceedingly complex com-
bination of morphological, behavioural and computa-
tional factors would have been extremely difficult to be
interpreted.

4.1.1. Sensory Module

The robotic head was equipped with a videocam-
era capable of acquiring log polar imag29,30] Log
polar imageskKig. 4) are defined by

x = pcosp),
0=k-n,

y = psin@),

p=ro-a,

together with

p =X+
0 p
= -, =In,[— ).
v e=n(2)

581

0= arctan(z> ,
X

These images offer two main advantages among the
others: (i) invariance with respect to rotation and scads
ing; (ii) reduced number of pixels with wide field ofss
view. Furthermore, in this case the use of log-polas
images allows an implicit selection of a target (due ta.
the space-variant distribution of receptors). In foveated
visual apparatus, the central part of the image correr
sponds to the majority of pixels and thus when an ol
jectis fixed, its image is much more important than the:
background. As a result, there is no need to perform
explicit selection of a target; the direction of the gazes
implicitly selects its own target.

The robotic head has two degrees of freedom: the
camera is capable of a tilt and pan independent mes
tion (Fig. 5). Since the head was able to move onlys
in a limited span with the pan and the tilt (48ach) it o0
was possible to determine which point on the board was
looked at. By measuring the angle position of each sag-
cade is possible to measure which region of the visuad
stimulus is more frequently observed by the head.

596

604
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Before conditioning
Tone — 5 Orienting response

——> Salivation
(unconditioned response)

Meat powder
(unconditioned stimulus)

During conditioning

——> Salivation
(unconditioned response)

Tone + Meat powder
After conditioning

——> Salivation
(conditioned response)

Tone
(conditioned stimulus)

Fig. 5. Sensory and motor setup.

Before ontogenetic
development

Color —> Gaze

During ontogenetic
development

Color + Shape —— > Gaze

After ontogenetic
development

Shape ——> Gaze

Color ——> Gaze

Fig. 6. The probability density function on the basis of the control
parameten.

4.1.2. Motor Module
The robotic head is programmed to make random

saccades; a Motor Module generates saccades on the.2.1. Category Module

basis of an input signal that controls the probability
density of the amplitude The motor inpub. is the only
signal needed by the Motor Module in order to control
its actions. The probability function of the angle has
a uniform distribution from 0 to 2. The probability
function of the amplitude is equal to

1 e
Jr"maxef)vp2 d,O

—Fmax

p(rx) =

)

where r is the random variable for the amplitude
(Fig. 6). If A is low (near to 0), the probability density is

almost constant, therefore there is an equal probability iment the function is implemented as such

for each amplitude. If is higher, a small amplitude is
more probable.

The rationale of this probability schema resides on
the fact that the motor unit should mimic an exploratory
strategy. When a visual system explores a field of view,

R. Manzotti, V. Tagliasco / Robotics and Autonomous Systems xxx (2004) XXXx—XXX

Pan |

¥
Q)

Fig. 7. The proposed architecture (named ‘Artificial Motivations’)
is independent of the sensor and motor parts. It contains some basic
information about the relevant signal to bootstrap the system.

it makes large random saccades. When it fixates an
interesting object, it makes small random saccades. e

4.2. Architecture implementation 625

Itis important to note that no modification has bee#s
made to the architecture on the basis of the particular
properties of the robotic setup. The architecture could
be used in a completely different robotic setup, witke
completely different input and output signals withoudso
having to changeHig. 7). 631
632

The Category Module creates clusters of incomings
stimuli on the basis of the Relevant Signal. Each ef
these clusters corresponds to a category. Further than
the Relevant Signal, the CM uses an internal criteria
to control the cluster creation: the distance functiosn
dc (v, C) between a vector and a cluster. This distance
is derived from a distance function between vectoss
d(®, w):d : (R" x R") — R, d continuous. must be a e«
distance between vectors. Suitable candidates for this
function are the Minkowski function or the Tanimotoss
distance or the correlation functi¢8l]. In the exper- e
644

(@, @) = C(3, i)

645

> (i — po)(wi — pw)

1
_ 1-—
\/Z (vi — Mv)z : Z (w; — Mw)z

T2

646
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The advantages of this function are that it is more whereRy, is the Relevant Signal, Saturatian¢) the
robust to change in average value, more resistant to colour saturation at the pixeh(&) in log polar coor- s
noise. dinates, andN the total number of pixels in the im- e

On the basis ofl(v, w) it is possible to define the  age. Therefor&y is proportional to the average leveks:
distance function between a vector and a set of vectors. of colour saturation. This phylogenetic function repres:

Two solutions are easily implemented. First, the dis- sents the only built-in part of the architecture. It cores
tance between a vector and a cluster is computed as theesponds to the phylogenetic contribution to the devel
minimum distance between a given vedi@nd allthe  opment of the system. The Relevant SigRal is used s
vectors belonging to a given sét to control the motor behaviour: even if the architecss

- . S ture were composed only by the phylogenetic module;
dc(v, €) = U%néré(d(v, w))- it would drive the system towards highly colour satuess
rated targets. In the neighbourhood of a coloured objeet
oscillations of this function are possible, however thers
will always be a maximum in correspondence of an ime:
age centred on the coloured target. When the targetds
in the fovea of the log polar image, it corresponds t@s
the maximum number of pixels. 694

The Ontogenetic Module corresponds to the defis
nition we gave in Sectio8.3, no modifications were s

Yet the above approach is computationally expen-
sive since it entails that, for a given set, all vectors must
be stored somewhere. A different approach is based on
the assumption that it is possible to compute the av-
erage distance, which is equal to the distance with the
centre of gravity. 1M is the number of elements of set
C, andc is its mean vector:

—_~d, w Y a needed.
de(@,C) = W =d(v, 7). 697
4.3. A comparison with Pavlov’s classic 698
This approach has the advantage that is sufficient to conditioning o0

keep in memory only the mean vector of each set. This

means that each set can be stored as a vector. Theresults As a final argument, we would draw a compariro
are based on this solution. It is important to note that son with Pavlov’s classic experiment of conditioningo:
no specific information about the nature of the vectors (Figs. 8 and § The reasons for this comparisons are.

is part of the Category Module. two-fold: (i) there are strong similarities; (i) there is ev-os
idence that many cognitive learning processes could ke
4.2.2. Phylogenetic and Ontogenetic Modules reduced to Pavlov’s associationigf32]. In Pavlov's s

The Phylogenetic Module contains the built-in cri- €ase, the focus was on the capability of modifying thes
teria to bootstrap the system. In this case the built-in "€lation betweenagiven stimulus and a given response.
criterion consists in selecting brightly coloured objects. Although, Pavlov's dog was able to select a differents
This module implements the following phylogenetic stimulus (the ring of the bell), the focus was more of»

function: the fact that the dog was capable of linking the stim:o
_ ulus to a behaviour (the salivary response) rather than
Ron= 2_ Saturationg, £) to the capability of selecting a given stimulus from the.
N continuum of the environment.
1 1
05 05
0 Aﬁ 0 |
-1 -05 0 0.5 1 -1 -0.5 0 0.5 1

Fig. 8. The three stages of conditioning in the classical Pavlov experiment.
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Log Polar Image
Acquisition
-, Architecture for
Y . Self Motivations
* Visual Stmul 25
Twodoit: Haad 1Sacs:.ade Generator
05
0 __.A._

Fig. 9. The three stages of ontogenetic development.

In Pavlov’s experiment, there are two hardwired re- tivations, the Umwelt of the machine is increased ang
ceptors for two different kinds of stimuli (sound of a enlarged to a new kind of event. Two things have haps
bell and meat powder): one is a neural structure capa- pened: (i) the machine has learned to recognize some-
ble of recognizing the presence of food and another is thing which was previously unknown to it; (i) the ma-7a
a neural structure capable of recognizing the ring of a chine has linked such new stimulus to a given motor bes
bell. Before the conditioning process, the behavioural haviour. Paviov’s experiment highlighted the fact thats
response (the salivation) was only connected with the the dog had learnt a relation between an already as-
presence of food. During the training, the conditioned sessed stimulus to a motor response. The goal of our
response became stronger, more drops of saliva wereexperiment is to create the capability of recognizing.
secreted. The learning consisted in the creation of a new stimuli. 758
connection between the conditioned stimulus and the
response. 4.4. Experimental results 754

In our case, the conditioned stimulus does not ex-
ist before the conditioning process. The machineisnot  We presented different sets of visual stimuli to thes
capable of recognizing the unconditioned stimulus (the system. A first set consisted in a series of colourless
shape of an object). It only recognizes coloured objects. geometrical figures as shown ig. 10a on the left. 7
At first sight, our experiment might recall Pavlov's ex- The frequency with which the system was looking ate
periment. Itcould be argued that the Phylogenetic Stim- different points was measured. The system spent mose
ulus corresponds to the Unconditioned Stimulus, and time on stimuli corresponding to its motivations by remo
the Ontogenetic Stimulus corresponds to the Condi- ducing the amplitude of its saccades. At the beginning
tioned Stimulus; and the Developmental Signal might the system was looking around completely randombye
correspond to the Response (first Unconditioned and with large saccades since its Ontogenetic Module was
then Conditioned). This is not the case. In the de- unable to catch anything relevant and the Phyloge-
scribed circumstances, since the colour was presentednetic Module was programmed to look for very satrs
conjointly with the shape of an object, a new ontoge- urated coloured objects, which were absent in the first
netic stimulus (the shape) is added to the machine’s set. 767
repertoire of stimuli. Subsequently we presented a different stimulus:-a

A useful concept is that of themweltof a subject series of coloured figures-ig. 1 on the left). The 7
[33,34] the set of all events which can interact with a difference is shown irfrig. 1(b. The head spent moreo
subject given its sensory/motor/cognitive capabilities. time on the coloured shapes instead on the white back-
In the case of the ontogenetic development of new mo- ground because of the phylogenetically implanted rule:
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100

50
L[ (o [ ()
1 2 3 4 5 6
Ck
100
50
O |
1 2 3 4 5 6
Cx
100
50

Fig. 10. Experimental results.

Finally we presented again the initial stimulus (the Fig. 10a—c were generated after®l$accades (equiva- s
set of colourless shapes). The system spent more|ent to about 500s). The field of view of the head waso
time on the colourless shapes than on the backgrounddivided in a 64x 64 array. For each point,() in the 7
(Fig. 1Cc). The behaviour of the system changed since visual field, the amount of time the gaze of the heaet

the system added a new motivation (shapes) to the pre-was directed on it was computed: 793
vious ones (saturated colours).
In order to measure the different behaviour of the 7 ; = total time spent looking at point, (). 704

system, the time spent by the system on each shape
was measured in two different ways: a qualitative one  The intensity of the point was then set proportionads
(the middle column) and a quantitative one (the right to a normalized value of;. With the first set of vi- 7
column). sual stimuli, the resulting image is ig. 108 (mid- 77
To get a qualitative visual description of how much dle). The system does not show any polarization tes
time was spent by the system on each point of its field wards a specific part of the field of view. The bere
of view, we assigned to each point of the visual field haviour of the system is completely different to its resew
an intensity value proportional to the normalized time sponse to the coloured stimulus: there are three def-
the system gaze spent on it. The images in the centre ofinite centres of interest/{g. 1, middle). However, e
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after the interaction with the star has shaped a new goal
which becomes part of its behaviour.Fig. 10c (mid-

dle) the original grey stimuli produces a completely
different response: the grey star became a centre of

interest.

To get the quantitative measure (right column), we @
measured the time spent by the head inside the circular
areas shown in the left column surrounding the stimuli: *
a rough indicator of the time spent looking at a certain
shape. The region of interest were named according to *
the following notation: the coloured figureRy(), grey 5
star R2), grey crossRs), grey wavesRy), grey circle
(Rs). In the graphs ofig. 10 on the right, for each
region, the normalized time was computed according
to the following formula:

_ () e At ()
=10 Yt

Fig. 11. A simulated version of the experiment: on the left the arti-

wheret;; is the same of the previous formula, ahgd ficial stimuli, on the right the measured fixation points.
corresponds to a set of regioA; corresponds—for
each group of stimuli—to what is not occupied by the 5. Conclusions oas
stimuli; Az corresponds to the union of the three areas
occupied by the three coloured staRs); while Az 3,45 Ever since Grey Walters’ wrote about his turtles thes
correspond, respectively, to the four regions occupied history of robots has chronicled their efforts to estaks
by the grey shapesf s 49. lish a relationship with the environment. The transis:

In order to test the efficacy of the architecture pre- tion from deliberative robots to reactive robots, theg:
sented, the experiment was repeated in a simulatedto behaviour-based robots bears witness to this trend.
environment. In this way it was possible to check The recent appearance on the market of entertainment
its soundness and generalize its software implemen- rophots sheds new light on motivation-based robots. ess
tation. In the simulated version of the experiment,  Environment driven motivations provide the intersss
similar stimuli were presented and a simulated gaze npg| criteria for the development of artificial beings anek:
was directed towards different points of the image. supply their means and goals: how they do what they
The images used were 1024768 pixels; the artifi- do. aso
cial retina had a 64 pixels diameter. Fig. 11, the Ontogenetic development allows the artificial beso
experimental results are visible. All the other param- jng to elaborate the criteria on which it can associate
eters exactly match the Eurohead. Instead of com- external stimuli. In the aforementioned experiment the:
puting a frequency density value to each point of \jsual stimuliwere associated firston the basis of a phys
the field of view, a collection of Ris displayed  |ogenetic criterion (the colour saturation), then on the:
for each of the presented stimuli. From a qualitative pasis of an ontogenetic criterion derived from the syss
point of view, the relevant changes in the behavioural tem experience (shape). The ontogenetic architectuse
and motivational property of the system are clearly allows to self-associate different stimuli (the colour ang:
visible. the shape) on the basis of the interaction with the enwis

In future, we are planning to implement this archi-  ronment. A new motivation (looking for a shape) is thes
tecture in more complex robotics setup and in more product of the individual history of the architecture in a
realistic environment. However, we believe that the given environment. Recently, self associative learning
general principle is already clearly illustrated by these has been identified as the possible key to the develop-
simplified experiments. ment of consciousnegs]. It follows that an ontoge-
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netic architecture based on environment-derived moti- [11] J.L. Elman, et al., Rethinking Innateness: A Connectionist Pegzs
vations might provide the basis for the development of spective on Development, MIT Press, Cambridge, MA, 2001524
an artificial conscious robot. [12] S. Oyama, The Ontogeny of Information, Duke University2s
In thi h d the intenti listi _ Press, Durham, 1985/2000. 926
. n_ IS paper we av_e use e n en_ ionalistic men [13] E.C. Tolman, Prediction of the vicarious trial and error by meangz
talistic vocabulary to introduce intentional concepts of the schematic sowbug, Psychological Review 23 (193%)s
such as ‘motivations’ and ‘experience’. A correct defi- 318-336. 929
nition of these terms applied to artificial beings should [14] V. Braitenberg, Vehicles: Experiments in Synthetic Psychologyso
be free from any ontological or linguistic commitment. MIT Press, Cambridge, MA, 1984. _ e
. . . . . . [15] R.A. Brooks, Intelligence without representations, Artificial In-os2
_Thls tenet is evident when |_nf5t_ead of blologlcal _be- telligence Journal 47 (1991) 139-159. o
ings we have to deal with artificial systems since it iS [16] R.A. Brooks, New approaches to robotics, Science 253 (1994
not clear whether they possess intentional propertiesor ~ 1227-1232, 035
not. For instance, if we are dea”ng with human beingsy [17] R.S. Sutton, A.G. Barto, Reinforcement Learning, MIT Presszs

it is safe to use words like ‘intentions’, ‘motivations’,
‘experience’. However, if we are dealing with robots or
other kinds of artificial systems, it is ambiguous to use
the same terminology. Edelman and Tononi wrote that:
“to understand the mental we may have to invent further
ways of looking at brains. We may even have to syn-

thesize artifacts resembling brains connected to bodily
functions in order fully to understand those processes.

Cambridge, MA, 1998. 937
[18] M. Kuperestein, INFANT neural controller for adaptiveoss
sensory-motor coordination, Neural Networks 4 (199139
131-145. 940
[19] G. Metta, G. Sandini, J. Konczak, A developmental approach te:
visually guided reaching in artificial systems, Neural Networkss2
12 (1999) 1413-1427. 943
[20] R. Manzotti, et al., Disparity estimation in log polar images aness
vergence control, Computer Vision and Image Understandings
83 (2001) 97-117. 946

Although the day when we shall be able to create such [21] C. Ferrell, C. Kemp, An ontogenetic perspective to scaling sess

conscious artifacts is far off we may have to make them

before we deeply understand the processes of though

itself” [35].
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